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ARTICLE INFO ABSTRACT
Keywords: As the ride-sourcing market expands, ride-sourcing fleets have increased urban traffic con-
Ride-sourcing system gestion, and in turn, road congestion is affecting ride-sourcing operations. It is crucial to

Relocation strategy

Online matching

Congestion effects
Simulation-based optimization
Bayesian optimization

incorporate this interaction mechanism into the operational decision of ride-sourcing systems.
This mechanism can be described in detail by simulation models. Applying simulation-based
optimization methods to the real-time operation of ride-sourcing systems is challenging due to
the limitations of simulation efficiency. To tackle this issue, this study first proposes a modular
simulation model combining time-driven and event-driven mechanisms. The simulation model
comprises two layers: the traffic flow module at the bottom, defined by trip-based and multi-
region macroscopic fundamental diagrams and cell transmission models, and the ride-sourcing
operation module at the top, which considers the interaction between the traffic congestion
and ride-sourcing operation and models the random behavior of passengers and drivers. We
verify the efficiency and accuracy of the simulation model. The simulation model is utilized
as an evaluator of the objective functions and performance measures. Then, we integrate
the Bayesian optimization, parallel sampling, and rolling horizon approaches to develop an
efficient and effective simulation-based optimization framework for the dynamic joint decision-
making of matching radius, matching intervals, and threshold relocation strategies. Six groups of
experiments for the traffic scenario in Berlin reveal some interesting findings. (1) The matching
rate first increases and then decreases with the matching radius (a concave function), while
the closest study does not think so. (2) As the fleet size grows, passenger waiting time reaches
its minimum and then rises because of the increased endogenous congestion generated by ride-
sourcing fleets. (3) The optimal operation strategy considering endogenous congestion not only
leads to an increase in the system revenue and efficiency but also leads to congestion relief,
even though the latter was not our initial objective. This benefit is the most pronounced when
the fleet size and background traffic are moderate.

1. Introduction

Ride-sourcing systems have revolutionized the transportation industry by providing commuters with a reliable and convenient
mode of transportation. Popular service platforms like Uber, Lyft, and DiDi have emerged as viable alternatives to traditional taxi
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services. These platforms collect and analyze real-time data on drivers and passengers and use centralized matching algorithms to
assign drivers to passengers before they meet. Effectively leveraging this data to optimize fleet operations can increase revenues for
platforms and drivers while reducing waiting times for passengers.

Matching and order dispatching is one of the most fundamental operational problems for ride-sourcing platforms, which affect the
overall performance and efficiency of ride-sourcing systems significantly (Wang and Yang, 2019). Bipartite graph matching between
idle drivers and passengers is a widely adopted matching strategy (Xu et al., 2018), which contains two key parameters that affect
the efficiency of the system, the matching radius and the matching time interval. Deliberately controlling the matching time interval
can regulate the buffer size of potential matches and enhance operational efficiency (Qin et al., 2021b). And adaptively adjusting the
matching radius, throughput loss can be avoided (Xu et al., 2020b). The optimal choice of these two parameters is very dependent
on the real-time supply and demand states (Yang et al., 2020), and the relocation strategy is an important tool for balancing supply
and demand in the ride-sourcing market. Hence, optimizing these two parameters jointly with the relocation strategy is necessary.
Most approaches used to solve the matching parameter or relocation strategy problem are either analytical models or reinforcement
learning methods (Ke et al., 2022; Zhou et al., 2020). However, dynamically and jointly optimizing the matching radius, matching
time interval, and relocation strategy is a significant challenge due to the intractability of these methods in relaxing strict assumptions
or training models. As far as we know, the current literature does not provide a solution to this problem although some research
integrates the pregiven relocation strategy (or matching strategy) into the matching (or relocation) optimization problem (Alonso-
Mora et al., 2017; Bischoff and Maciejewski, 2020). Addressing this joint optimization problem necessitates the utilization of a
comprehensive system dynamics model. This model should effectively capture the intricate interactions among the matching radius,
matching time interval, and relocation strategy, instead of integrating these factors into a singular strategy.

Imbalances in supply and demand lead drivers to cruise on the road until they match the next passenger, resulting in extended
waiting times for passengers and reduced earnings for drivers. Drivers can even spend up to 50% of their time searching for
passengers (Xu et al., 2020a). To address this issue, researchers have developed various relocation strategies to improve ride-sourcing
system performance (Xu et al., 2020a; Zhou et al., 2020). The primary objective of these studies is to encourage drivers in low-
demand areas to move to high-demand areas as much as possible, disregarding the negative impacts of endogenous congestion
generated by ride-sourcing fleets. When the dynamics of congestion are omitted in ride-sourcing studies, and the focus is solely on
matching strategies or vehicle relocation strategies in static environments, the conclusions drawn may differ and lead to potentially
unrealistic performance measures (Beojone and Geroliminis, 2021). To the best of our knowledge, no studies have considered
both endogenous congestion (generated by ride-sourcing fleet) and exogenous congestion (generated by background traffic) in
the operational decision-making of ride-sourcing systems. Therefore, our objective is no longer solely to optimize the operational
efficiency of the ride-sourcing system in a static traffic environment but to make a trade-off between satisfying demand and
mitigating the adverse effects of dynamic traffic congestion.

Simulation-based optimization may offer a more tractable approach to addressing the aforementioned issues than analytical
model-based optimization or reinforcement learning methods. On one hand, analytical models face difficulties in accurately
capturing interactions among decision variables due to their strict assumptions. On the other hand, reinforcement learning models
encounter several challenges when addressing this issue. These challenges include handling continuous decision variables, managing
large-scale state spaces caused by endogenous congestion, training an appropriate reward function that aligns with the desired
objectives, and facilitating collaborative decision-making across multiple regions. Additionally, the real-time data collected during
ride-sourcing operations is well-suited for constructing simulation models or even digital twin models (Liu et al., 2021). A few pieces
of literature on simulation-based optimization for autonomous mobility-on-demand systems focus on the planning stage instead of
the operational stage. For example, Bischoff et al. (2018) optimize the service area for ride-sourcing operators. Dandl et al. (2021)
optimize public transportation budgets and fleet size limits. Because the computation of the simulation model is generally time-
consuming, it is challenging to make operational decisions within tightly computed budgets. This study attempts to address the
problem of the computational efficiency of simulation models and develop a practical simulation-based optimization framework to
optimize matching parameters and relocation strategies.

Hence, the goal of this study is twofold: First, we aim to develop a traffic simulation model that is both computationally efficient
and accurate. To achieve this, we propose a macroscopic modeling approach that incorporates both endogenous and exogenous
congestion in ride-sourcing systems. Our approach is based on the utilization of the Macroscopic Fundamental Diagram (MFD) and
Cell Transmission Model (CTM) frameworks. Second, we aim to establish an efficient and effective simulation-based optimization
framework. To accomplish this, we employ an improved Bayesian optimization (BO) technique. This involves utilizing a multi-
objective acquisition function, implementing input wrapping techniques, and enabling parallel sampling. The optimization is carried
out on a rolling horizon, allowing for dynamic and adaptive decision-making.

The main contributions of this paper are as follows:

(1) We develop a trip-based and multi-region MFD traffic dynamics simulation model to strike a balance between accuracy
and efficiency by appropriately capturing the interaction between traffic congestion and ride-sourcing system operation. The
model utilizes the CTM to clearly depict the propagation of congestion across region boundaries. We customize a hybrid of
time-driven and event-driven mechanisms to accelerate the simulation process. Notice that our model extends the trip-based
MED traffic dynamics model of Beojone and Geroliminis (2021) by considering the multi-region MFD, congestion prorogation,
and hybrid-driven mechanism. These extensions significantly improve the efficiency and accuracy of the proposed simulation
model, making simulation-based optimization available under the real-time operational stage of the ride-sourcing system. We
validate the accuracy of this simulation model by the real-world data.
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(2) We introduce a threshold-based relocation strategy with compensation to incentivize drivers to participate in relocation tasks.
Additionally, drivers possibly reject relocation tasks and choose random cruising or staying, which is closer to real-world
scenarios.

(8) We also consider the interaction among the optimal matching radius, matching time interval, and relocation strategy. To
dynamically achieve joint optimization of the matching and relocation strategies of multiple sub-regions, a simulation-
based optimization framework has been developed. This framework employs the improved BO with a multi-objective
acquisition function to solve the black-box stochastic optimization problem. Additionally, parallel sampling and rolling
horizon approaches are employed to effectively reduce the optimization computational time.

(4) By conducting six groups of numerical experiments for the traffic scenario in Berlin, we obtain some insights that differ from
the closest study. For instance, Yang et al. (2020) showed that the matching rate first increases with the matching radius,
but becomes independent of the matching radius once it exceeds a certain threshold (around 700 m). Conversely, our results
indicate that the matching rate first increases and subsequently decreases with the matching radius (a concave function), and
we observed that the matching rate continues to be affected by the matching radius, even at a great value (4400 m).

The remainder of this paper is organized as follows: Section 2 provide a comprehensive review of the relevant literature on the
topic. Section 3 elaborates the problem and the basic assumptions. Section 4 presents the proposed simulation models, including
the traffic flow model, ride-sourcing system operation model, as well as their connections. Section 5 introduces a simulation-based
optimization framework for determining the optimal matching and relocation strategy parameters for each sub-region. Section 6
presents several computational experiments, including simulation accuracy verification, critical parameter sensitivity analysis,
performance test of the simulation-based optimization framework, comparison of different optimization algorithms, and comparison
of best solutions with and without endogenous congestion. Finally, Section 7 concludes this work with key findings and future
research directions.

2. Literature review

Our research has focused on the intersection of five critical issues: (1) the matching problem, (2) the relocation problem, (3)
the joint operational strategy, (4) the interaction between traffic congestion and ride-sourcing systems, and (5) the modeling and
optimization method. By synthesizing knowledge from these fields, we aim to provide valuable insights into operational strategy in
ride-sourcing systems.

2.1. Matching problem

The online matching problem was initially studied by Yang et al. (2010) as a bilateral taxi-passengers search problem. In ride-
sourcing systems, the dispatch model has been generally adopted owing to its advantage of minimizing the overall pick-up cost of
all drivers. Considering the structural characteristics of the bipartite graph, it is commonly formulated as an integer optimization
or combinatorial optimization problem. For example, Vazifeh et al. (2018) proposed a vehicle-sharing network to assign passengers
to drivers while minimizing the fleet size. Bertsimas et al. (2019) developed a mixed-integer programming model to maximize
operational profits in taxi dispatching. Billhardt et al. (2019) introduced an auction algorithm to reassign the taxi-passenger pairs
with driver subsidies. Zhao et al. (2019) considered driver and passenger preferences to obtain a stable match between them.
Heuristic algorithms are commonly employed to overcome the curse of dimensionality in this problem (Wang and Yang, 2019).

In contrast to the aforementioned studies, some research explores the execution time of the matching strategy (matching
time interval) instead of instant matching, as well as the limitations on the matching distance (matching radius). Several studies
employed specific system dynamics models to conduct their analyses. Ke et al. (2020) developed an aggregate traffic flow model that
incorporates the effects of traffic congestion. They investigated the synergies of passenger requests and matching time interval on the
opportunity cost of time for passengers of private cars and ride-sourcing and determine their combinations resulting in a win-win
situation. Xu et al. (2020b) constructed a two-end queuing model that explicitly incorporates the influence of a finite matching
radius, which proved that adaptive matching radius adjustments could completely avoid backward bending of the supply curve.
Additionally, some studies have focused on developing efficient algorithms to adjust these two variables dynamically. Aouad and
Saritac (2020) formulated the dynamic matching problem as a Markov decision process and designed a 3-approximation algorithm
for minimizing cost in matching problems with uniform abandonment rate. Feng et al. (2022) modeled a ride-sourcing system with
block matching via a queue model to decide the proper block size.

2.2. Relocation problem

Besides developing an effective matching algorithm, implementing a relocation strategy is crucial for addressing the supply—
demand imbalance. The driver relocation or recommendation problem originates from the traditional route-finding problem of
taxi drivers. Researchers have suggested various solutions for this problem, which can be classified into two categories: hotspot
recommendation and route recommendation. Hotspots refer to areas where high traveling demands and low taxi service supply
exist. Ge et al. (2010) developed a recommendation system that provides taxi drivers with information regarding potential pick-up
points and parking locations. Powell et al. (2011) proposed spatio-temporal profitability maps to recommend the next profitable
location for idle drivers. Similarly, Hwang et al. (2015) proposed a taxi recommender system to determine the next cruising location
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by considering the travel distance, waiting time, and expected fare. On the other hand, route recommendation provides a more
fine-grained approach. Liu et al. (2015) proposed a non-myopic adaptive route algorithm that considers the collective travel time
minimization of all vehicles under uncertain and dynamic congestion conditions. Lai et al. (2019) investigated the attractiveness
between taxis and passengers, and the competition among taxis according to Coulomb’s law, from which more accurate and effective
route recommendations are derived. Within recent years, the Markov Decision Process (MDP) and reinforcement learning (RL) have
been brought into the interest of scholars to address such problems (Rong et al., 2016; Zhou et al., 2020; Yu et al., 2019).

2.3. Joint operational strategy

However, the challenge of designing an effective repositioning strategy, while simultaneously adapting the matching parameters
(matching time interval and matching radius), to enhance the efficiency of ride-sourcing systems, remains unresolved. In contrast
to some predefined joint strategies (Tang et al., 2019; Duan et al., 2020; Guo et al., 2021), effectively determining the optimal
combination of matching radius, matching time interval, and relocation strategy requires a more comprehensive system dynamics
model capable of capturing their intricate interactions. Gueriau and Dusparic (2018) proposed a decentralized reinforcement learning
approach for the joint decision-making of vehicle relocation and ride request assignment in shared mobility-on-demand systems.
However, they did not touch on the issue of matching time interval and radius. Tang et al. (2019) employed reinforcement learning
to tackle both the matching and relocation problems, but only relocation actions are decided. Regarding the matching problem,
the value network is used to solve the pregiven bipartite graph matching problem. Holler et al. (2019) also presented a deep
reinforcement learning approach for relocation and matching problems. In their study, the decision for the matching action is made
when a driver is within the matching radius, while the relocation action is determined when the driver is outside the matching
radius. However, their approach does not involve decisions of matching radius. Hence, to the best of our knowledge, the existing
literature lacks a solution for simultaneously optimizing relocation strategies and matching parameters.

2.4. Interaction between traffic congestion and ride-sourcing systems

By means of real data and simulation analyses, a series of studies have confirmed that the growth of the ride-sourcing market
exerts a significant influence on the dynamics of urban traffic congestion (Erhardt et al., 2019; Diao et al., 2021), and in turn, the
dynamic congestion feeds back into ride-sourcing operations. However, the majority of existing literature on matching or relocation
strategies overlooks this interaction effect, resulting in irrational system performance and misleading conclusions (Beojone and
Geroliminis, 2021). Integrating both endogenous congestion (generated by ride-sourcing fleets) and exogenous congestion (generated
by background traffic) simultaneously into operational decision-making poses a significant challenge. It requires accurate and
efficient traffic flow models as well as optimization algorithms. To the best of our knowledge, no studies have successfully addressed
this problem, whether through analytical modeling or reinforcement learning approaches.

2.5. Modeling and optimization method

The existing analytical modeling approaches provide effective properties for matching radius and matching time interval (Yang
et al., 2020; Xu et al., 2020b; Ke et al., 2020). However, analytical methods may not give good solutions for real-time decision-making
in real-world scenarios due to their reliance on strict assumptions. In contrast, reinforcement learning is well-suited for dynamic
ride-sourcing system environments that support real-time decisions. Nevertheless, the quality of training data and the complexity of
designing states, actions, and rewards present significant challenges in model training. In the literature concerning reinforcement
learning for ride-sourcing systems, the state function dictates the agent’s actions, but almost all these studies employ tabular state
functions without considering endogenous and exogenous congestion information (Qin et al., 2021b; Ke et al., 2022; Tang et al.,
2019; Holler et al., 2019). Additionally, the existing reinforcement learning literature typically assumes the driver’s full compliance
with repositioning instructions (Qin et al., 2022), which may lead to unrealistic performance evaluation.

While simulation-based optimization approaches provide scalable solutions, including but not limited to endogenous and
exogenous congestion information, the computational time required by most microscopic or mesoscopic traffic simulation software
(e.g. SUMO or MATSim) is expensive. Apart from the complex microscopic computations, the high computational cost of these
simulation software arises from their time-driven mechanism, wherein the states of all components are updated at a predefined
frequency. This frequency must be large enough to guarantee the accuracy of the simulation. These limitations render black-box
optimization approaches (e.g. Bayesian optimization) based on the time-driven microscopic simulation models inapplicable for
dynamic operational decision-making of ride-sourcing systems. This is because they cannot make effective decisions within a tight
time budget (e.g. 5 or 10 min). Fortunately, recent research has enhanced the simulation efficiency with an event-driven macroscopic
traffic simulation approach. For example, Beojone and Geroliminis (2021) proposed a trip-based Macroscopic Fundamental Diagram
(MFD) traffic dynamics model, which characterizes the entire road network with an MFD, and used an event-driven simulation
mechanism. However, the simulation efficiency is limited when there are numerous events, especially with a large number of trips.
Moreover, using a single MFD may lead to inaccuracy as it does not account for congestion propagation (queue spillback) among
multiple sub-regions. Therefore, there is an urgent need for a traffic simulation model with high accuracy and efficiency to facilitate
real-time operational decision-making in ride-sourcing system operations.

As summarized in Table 1, the difference or innovation between this paper and others reflects on major attributes. In summary,
the existing literature lacks concentration on the joint optimization of matching radius, matching time interval, and relocation
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Table 1
Differences between the main relevant literature and this study.
Authors Method type The optimization problem solved Consideration of
Matching radius Matching time interval Relocation strategy endogenous congestion
Xu et al. (2020b) AM v
Ke et al. (2022) v
Qin et al. (2021a) RL v
Yang et al. (2020) AM Vv Vv
Aouad and Saritag (2020) MDP v/
Zhou et al. (2020) MDP v
Holler et al. (2019) RL Vv
Duan et al. (2020)? AM \/
Guo et al. (2021) AM v
Tang et al. (2019)? RL v
This study SBO v Vv Vv Y/

AM: Analytical model; RL: Reinforcement learning; MDP: Markov decision process; SBO: Simulation-based optimization.
2 Predefined joint strategy for matching and relocation problems.

strategy in the ride-sourcing system. Furthermore, there is still a notable gap in integrating endogenous congestion into dynamic
operational decision-making. This study aims to bridge these gaps by developing a simulation-based optimization framework to
solve the dynamic operational problem in ride-sourcing systems. Our simulation model takes endogenous and exogenous traffic
congestion, random order cancellations, idle driver random cruise, and possible neglect of relocation into consideration to improve
the effectiveness of the operation strategy. This study employs a Bayesian optimization framework with a rolling horizon approach
to optimize the matching and relocation strategy parameters in each operation sub-region.

3. Problem statement

This study aims to address the operational strategy problem (the joint matching and relocation strategies) in a ride-sourcing
system that excludes ride-sharing services among multiple passengers. The matching strategy involves determining the optimal
matching radius and matching time interval for all operational sub-regions, while the relocation strategy involves planning the
cruising destination for idle drivers to achieve supply-demand equilibrium. If a driver who accepts a relocation task remains
unmatched by a passenger for an extended period, the ride-sourcing platform compensates the driver with a predetermined amount.

The matching radius and time interval have a significant impact on the operational performance and passenger experience of a
ride-sourcing system. The matching radius determines the maximum distance between passengers and idle drivers for a successful
match. As the matching radius expands, the probability of passengers being matched with drivers increases, but it also leads to
longer pick-up distances. The matching time interval refers to the duration within which the system searches for available drivers
and unmatched passengers. As the matching interval time increases, the probability of passengers being matched with a closer driver
increases, but it also leads to longer passenger waiting time and potential order cancellations. Fig. 1 illustrates the impact of these
parameters on the system. In the first scenario, the same matching radius is applied to all operational sub-regions, and passengers P1
will continue to wait unless the matching radius R of the sub-region is increased (second scenario) or the matching time interval Ar
is extended (third scenario). In complex real-world situations, the optimal strategy depends on the supply—demand status, including
the arrival rates of drivers and passengers and the number of drivers and passengers in the matching pool.

The relocation strategy plays a critical role in maintaining the supply—demand balance in a ride-sourcing system. The effectiveness
of this strategy relies on the matching radius and matching time interval selected. For instance, adjusting the matching time interval
in the scenario presented in Fig. 2 will result in varying supply and demand conditions, and thus it is necessary to adapt the optimal
relocation strategy accordingly. As shown in Fig. 3, the matching radius change significantly impacts the optimal relocation strategy.
Expanding the matching radius (R1<R2) in a sub-region reduces the number of available drivers for relocation since they have
already been matched with passengers. Therefore, it is essential to consider the interdependence between the matching radius,
matching time interval, and relocation strategy when formulating a comprehensive operational strategy for a ride-sourcing system.

Furthermore, when considering traffic congestion, idle drivers must be relocated cautiously to sub-regions with high demand yet
severe congestion to prevent any adverse effects on operational efficiency. This is because excessive relocation may further worsen
the traffic congestion in these sub-regions and lower the vehicle circulation of ride-sourcing systems. In other words, the operation
of ride-sourcing systems is closely intertwined with traffic congestion. In this paper, we first develop a simulation model to uncover
this interaction. We then propose a simulation-based optimization framework for jointly determining the matching radius, matching
time interval, and relocation strategies

There are some assumptions made for the simulation model.

(1) Once the passenger-driver matching has been completed, neither of them will cancel the order.

(2) If a passenger remains unmatched with a driver for an extended period after joining the ride-sourcing system, the passenger
will cancel the order.

(8) Upon receiving a relocation task, the driver has a certain probability of acceptance.

(4) Drivers who have not accepted a relocation task have a certain probability of cruising to a high-demand sub-region/ staying/
cruising nearby within the current sub-region.
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Fig. 1. Joint impact of matching radius and matching time interval.

Fig. 2. Joint impact of matching time interval and relocation strategy.

Fig. 3. Joint Impact of matching radius and relocation strategy.
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4. Simulation of ride-sourcing systems interacting with traffic congestion

This section elaborates on the details of the proposed simulation model, consisting of two layers: the top layer of the ride-
sourcing system (Section 4.2) and the bottom layer of traffic flow (Section 4.1). Specifically, we first propose a multi-region MFD
traffic dynamics model and integrate it into a simulation model with hybrid-driven mechanisms (including time-driven and event-
driven), which we encapsulate as a module. Further, the ride-sourcing system simulation module implements information exchange
by connecting the interface events of the traffic flow simulation module. These two simulation modules communicate with each
other. Compared with traffic simulation software like SUMO, our simulation model offers a significant advantage in computational
efficiency while maintaining a high level of accuracy in capturing macroscopic congestion features. This characteristic serves as a
crucial foundation for enabling simulation-based optimization.

4.1. Traffic flow simulation

In this subsection, first, the notation used in the traffic flow simulation model is given. Next, we introduce the proposed
multi-region macroscopic fundamental diagram (MFD) traffic dynamics model. Finally, we provide a detailed description of the
implementation of the simulation module based on the proposed traffic dynamics model.

Beojone and Geroliminis (2021) proposed a trip-based MFD traffic dynamics model, which characterizes the entire road network
with an MFD and employs the event-driven simulation mechanism. We extended this model from a single region to include multiple
sub-regions and utilized a cell transmission model to characterize congestion propagation at region boundaries. Furthermore, a
hybrid of time-driven and event-driven mechanisms is proposed to accelerate the simulation process.

4.1.1. Notations
The notations of the traffic flow simulation model are summarized as follows.

Indices and sets

i index of sub-region

j index of vehicle

b index of link

n index of node

T the current time of the simulation clock

z set of sub-regions

M; (1) set of passengers matched with the vehicle j

T; (7) set of all transfer nodes in the shortest path between the origin and destination of the vehicle j

N; set of all nodes in the sub-region i

P; set of links in the sub-region i

D,(.R) (1) set of the remaining travel distance of all vehicles in the sub-region i, i.e., V{j, dj(,R) (r)} € Df.R) (1)

S, (7) set of cell transmission model supplies and traffic density for adjacent regional links,i.e., V {s,, (1), ky (‘r)} € S ()

Q,(7) set of cell transmission model demands in sub-region i, i.e. g, (r) € Q;(r), g, represents a queue that follows the
First-In-First-Out (FIFO) principle.

NI.(""[) (1) set of flows exiting sub-region i and entering adjacent sub-regions.
Parameters

vg free flow speed of a sub-region MFD

At time step of time-driven simulation

n(t) the cumulative number of vehicles in the sub-region at time =

by the sum of the length of links for all lanes in the sub-region

0,6 parameters of speed-MFD function

Ditez Miti total flow transferred from adjacent sub-regions

Ditez Mt total flow transferred to adjacent sub-regions

n@ arrival flow to the destination or exit flow to the system

n@ departure flow within the sub-region

I flow that transmitted to the link b

d, flow that attempts to enter the link b

Sp capacity of link b to receive flow

ky, traffic density of the link b
o* peak value in the flux-MFD

k* corresponding critical density of the peak value in the flux-MFD
p;MFD) MFD parameters, i.e., p;M™ = {uf, Y1.8,0,k*, 0"}

0; (1) current position of the vehicle j

i@ current destination of the vehicle j

I;(7) binary variable indicating whether the vehicle j is idle

n[(.i") (r) input flow of sub-region i from other sub-region
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Fig. 4. Regional division of road network.

nl(.e) (r) accumulative number of vehicles in the sub-region i

nl(.d) (r) flow departing from the sub-region i

nl(.“) (1) flow exiting the system from the sub-region i

A; (1) cumulative number of vehicles change rate of the sub-region i
v; (1) instantaneous speed of vehicles in the sub-region i

4.1.2. Traffic dynamics

In the proposed simulation, the road network should be first partitioned into multiple appropriately sized sub-regions to ensure
that each sub-region conforms to a reasonable MFD (Geroliminis and Daganzo, 2008). For example, the actual road network with
4062 links in Berlin is divided into 10 sub-regions, as shown in Fig. 4.

In this study, we propose a traffic dynamics modeling approach that distinguishes it from traditional microscopic traffic
simulation models. Our approach involves capturing the speed-density relationship of a sub-region by using the speed-MFD (Arnott,
2013), which is derived by fitting a logistic function (see Eq. (1)) to the original MFD data obtained from a microscopic traffic
simulation. To access the contribution of each road to the carrying capacity of the road network, we follow the work of Geroliminis
and Daganzo (2008) and weigh the raw data accordingly based on the road length and the number of lanes.

vy - 5 - e~/ 2]
v + S - [e—é’-[n(r)/ZI] — 1]

where n(r) represents the cumulative number of vehicles in the sub-region. v; represents the free flow speed of a sub-region. X/
represents the total length of all links across all lanes in the sub-region. § and § are adjustment parameters.

Fig. 4 illustrates three examples of road network sub-regions (denoted as A, B, and C) that extend outward from the central
city, while Fig. 5 displays the fitted curves of the corresponding speed-MFD and flux-MFD functions. Our analysis indicates that
sub-region A reports the highest network density corresponding to the maximum carrying capacity, followed by sub-regions B and
C. These findings are consistent with a previous study by Wong et al. (2021). They demonstrated a decline in the free flow speed of
the network as the average number of nodes per unit distance increased. This reflects the frequency of network-induced stop-and-go
vehicle motion. Furthermore, the network optimal density decreased with the degree density normalized by the trafficable area,
signifying the intensity of conflicts between traffic flows. The experimental data from our study validates this assertion as well.

This study adopts the widely accepted fluid approximation assumption, which is commonly employed in the literature
(e.g., Lamotte and Geroliminis, 2018). By applying the flow conservation law, the number of vehicles in a given sub-region can
be described as follows:

v(n(z) /Z]) = 1)

to+T to+T
n(r) = n(t0)+/ S @) dt — / Sou (1) dt 2)
tl) rO
where n(t,) represents number of vehicles at initial time ¢,. f, (1) dt and fq, (v) dt represent the input and output traffic flow in the
period ¢, to t, + 7, respectively.
Applying the integral mean value theorem, the discrete formulation for the input/output flow within a simulation step 4r can
be written as:

o+t 3. ne: +n®
/ fin (B dt = frt)r ~ ’ezi‘—t’r 3)
Iy
ttT Z n;+ + n(a)
[ Fou = fottyem S @
1

0
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Fig. 5. The MFD for sample sub-regions.

where Ar represents the time step of the time-driven simulation. Y., n;+; and },, n;+ represent total flow transferred from and
to adjacent sub-regions i*, respectively. n® represents the arrival flow to the destination or exit flow to the traffic system. n®
represents departure flow within the sub-region.

Hence, the distance covered by a vehicle during a simulation step 4¢ can be calculated as:

t,+A4t
d= / v(n(r) [ Z])dt 5)
tll

Unlike traditional MFD models that consider the average trip length or trip length distribution of vehicles (e.g., Chen et al., 2022),
the approach proposed in this paper updates the remaining trip of vehicles based on the state-dependent speed and shortest path.

Under the assumption of uniform congestion in each sub-region, excessive congestion can result in a stall (Aghamohammadi and
Laval, 2019). Therefore, it is necessary to consider the impact of the kinematic wave on the input flow at the boundary between
sub-regions. Since the kinematic wave model is a hyperbolic conservation system, the maximum flow across the sub-region boundary
can be determined by solving the entropy solution of the corresponding Riemann problem. Alternatively, this problem can be solved
by the CTM (Jin, 2017).

Consider a scenario where a node connects two sub-regions, A and B, and all vehicles attempt to enter downstream link 5 of
sub-region B from link a of sub-region A. The flow transmitted to link b can be expressed as:

fp =min{d,,,s(ky)} 6)

Here, d,, and s(k,) refer to the demand and supply in the CTM, respectively. In our simulation model, the demand is updated
based on the position and destination of vehicles. As noted by Aghamohammadi and Laval (2019), the supply can be expressed as:

= { Qb

O* ky < k* )

The critical density and capacity of the flux-MFD are denoted by k* and Q*, respectively, as shown in Fig. 5(b).
When multiple upstream links of sub-region A transmit vehicles to the link of sub-region B through a boundary node, the flow
transmitted can be expanded as follows:

£, = min { Z dypr 5(ky) - Fl(a € A)} (8)
a€A
The total demand flow from the upstream links to the downstream link b is given by Y ., d,;, s(k,) - Fl(a € A) denotes the
downstream links that supply flow to the upstream links based on the First-In-First-Out (FIFO) principle and the Incremental
Transmission (IT) principle. The flow through the regional boundary node depends on both upstream demand and downstream
supply, resulting in different exit speeds for each output queue of the regional boundary. This approach accounts for the anisotropy
of regional boundary congestion, which is not addressed in the traditional MFD dynamics.

4.1.3. Traffic flow simulation module

The simulation process of the proposed traffic dynamics model is described in Fig. 6. Prior to the vehicle departure event, the
shortest path between the origin and destination is obtained. Please note that before the simulation begins, the shortest path data is
pre-calculated using the Floyd-Warshall algorithm. It should be emphasized that the shortest path is determined based on distance
rather than travel time. The transfer node is identified as the node at the sub-region boundary in the shortest path. According to
the traffic dynamics model described, the transfer node is used to determine whether the vehicle enters a new sub-region or waits
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Fig. 6. Traffic flow simulation network.
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in a queue. Once a vehicle enters a new sub-region, the simulator updates the remaining travel distance and arrival time according
to the state-dependent MFD speed.

We adopted the object-oriented discrete event simulation (O?DES) framework developed by Li et al. (2020) to construct our
simulation model. The O’DES framework describes each module with statics, dynamics, and events.

The time-driven simulation requires a sufficiently small time step to guarantee the simulation’s accuracy. Consequently, the
event-driven mechanism is commonly considered more efficient than the time-driven for skipping the empty events to further reduce
extra update frequency. However, too many events also hamper the simulation computation efficiency. In our model, we assume
homogeneous congestion in each sub-region except the boundary, which means that a sub-region updates its congestion status
only when vehicles enter or exit it. Enter or exit events occur infrequently. Hence, a longer time step is acceptable in this process.
Additionally, a single time-driven event has the capability to update the states of hundreds or even thousands of vehicles in a sub-
region, assuming homogeneous congestion. Therefore, our simulation model employs a hybrid-driven mechanism (combining both
time-driven and event-driven mechanisms) to advance the simulation process. Specifically, we use this hybrid-driven mechanism
in different simulation processes to enhance efficiency and effectiveness. The difference between these three driven mechanisms is
shown in Fig. 7.

First, we define the vehicle module. The static attribute only includes a binary parameter b;, determining whether the vehicle
service is for ride-sourcing passengers. And the dynamic attributes are described as follows:

Dynamic. D“’) {0; ). f;(@).T; (1) .1;(r), M; (1)}

Here, o; (7) represents the current position of vehlcle Jj at time 7. f; (r) represents destination of the vehicle. 7} () represents
the set of all transfer nodes. I; (r) represents binary variable indicating whether the vehicle is idle. M, (r) represents the set of
passengers matched with the vehicle.

All events in the vehicle module constitute input events to update the dynamic attributes. Next, we define the traffic flow module
for a sub-region, which has the following static attributes:

10
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static. s = {{5;”,\11; e 7),..} . {S;N),Vn e N,.} ,p,.<MFD>}

Here, 51(7 ) Vp € P, refers to the static attributes of links that belong to link set P; of sub-region i € Z. These attributes include
their lengths, the number of lanes, and the upstream and downstream nodes. Similarly, S, vn € N; refers to the static attributes
of nodes that belong to the node set W, of sub-region i. The attributes include their coordinates, link connections, and the shortest
path matrix. p;M is the MFD parameter set of sub-region i, i.e., p, M = {vf, >1,6,0,k", Q’}

DX (1),0, (1), S, (0).n (1), N (1),
A" @), @1 (0, 4 (0,0 (2)

Here, DI(.R) (r) represents the set of remaining trip distances of all vehicles in sub-region i at time 7. Q, (r) represents a set of
cell transmission model demands in the sub-region. S; (r) represents a set of cell transmission model supplies and traffic density
for adjacent regional links. n(e) (r) represents accumulative number of vehicles in the sub-region. N',.(O”l) (r) represents a set of flows
exiting the sub-region and entering adjacent sub-regions. n('") represents input flow of sub-region i from other sub-region. n’@ (r)
represents flow departing from the sub-region. n,@ (r) represents flow exiting the system from the sub-region. 4; (r) represents the
change rate of the cumulative number of vehicles in the sub-region. v; () represents instantaneous speed of vehicles in the sub-region.

Time-driven, input, internal, and output events are used to drive the simulation process. Time-driven events are triggered with a
fixed time step 4z, while all other types of events are triggered conditionally. The event diagram is illustrated in Fig. 8. The detailed
relationships are introduced below:

Step 1. Event a(A') is executed, which triggers the vehicle j to depart from the upper module. The final destination of the vehicle
(Rl)

Dynamic.Df.Z ) = {

f; (z) is set, and the shortest path with transit nodes is determined (event a(vz)) Then, immediately trigger the event a;

Step 2. The event a(j ) is executed when vehicle j enters sub-region i. The distance d;R) (z) of vehicle j to the first tran51t node is

then obtained. If the vehicle enters from an adjacent sub-region, the density of the adjacent link is updated as k, « k;,+1/I, and the
event f; j(Rz) is scheduled for time 7 + I, /v(z), at which point the vehicle exits the adjacent link and k, is updated as k;, < k, —1/I,
is performed. If the vehicle reaches the regional boundary or its destination before the next time-driven event update, the exit time
t.u 1S calculated by Eq. (11). An exit event ﬂf?l) is then triggered at time 7 + 7.

Step 3. Executed event y,RD: Update the cumulative number of vehicles n?c) (r) in each sub-region. For all i € Z, n,(.c) (1) is
updated as the sum of the number of vehicles driving in the sub-region D(R) (r) and the number of vehicles traveling through the
sub-region i in the queue Q, (v), i.e., n(e) (1) « |D(R) (r)| +Y €O, (D) | ()]

Step 4. Executed event y,AD: Update the link supply (Vs, € S;(z)) of adjacent sub-regions for each sub-region according to
Eq. (7).

Step 5. The event y,;®? is executed, estimating whether vehicles reach the destination or regional boundary before the next
time-driven event is triggered, based on their instantaneous speed v; (r). V { j,d;R) (r)} € DER) (r): when dj(.R) (@)/v;(r) < At. If a

vehicle attempts to exit the traffic flow from the current sub-region (|TJ (r)‘ = 1), the output flow is updated (n§a> (1) « nf.a) () + 1.

If the vehicle is attempting to cross the sub-region boundary (|7; (¢)| # 1), the output queue is updated. The vehicles in the queue
are allocated to their target links incrementally according to the FIFO principle until the supply is used up. Any remaining vehicles
are kept in the queue (g, (v) < g, (r) U {j ).
Step 6. Executed event w»?: Update the input flow of each sub-region based on the output flow of adjacent sub-regions
0" @ < Tiez n™ @).
Step 7. Executed event 1/4-“23): Update the change rate of the accumulative number of vehicles based on Egs. (3) and (4):
™ () + ngd) - n;om) (r) — nf.'d) (t)

A (@)« = v ©)]

Next, the remaining travel distance of the vehicle is updated, and the vehicle position is also updated by event a;VI)_ For each
{ j,dj(.R) (r)} S DER) (7), the following update is performed according to Eq. (5):

At

0 10)

® 0 [P eraes) o
dj — = In [e ‘ + 5 1
n’(r)-0

If dj(.R) (r) <0, it indicates that vehicle j has reached the regional boundary or destination within the period 4¢. To determine the
exact exit time, the bisection method is applied to solve the root of Eq. (11). Subsequently, event ﬁf?l) is triggered at time 7 +17,,,.

0 @4 (D tou) 4. U _

In 2 =d®(7) (1)
n9()-6 Y@ 31 !

—vp

Step 8. Executed event ﬂ(Rl) When vehicle j attempts to exit sub-region i, it is removed from the set D(R) (r). The vehicle’s
position is updated (event av 1)) and its transit nodes are cleared (event a(V3)) If the vehicle reaches its final destination f; S (2),
the output event y(A ) is executed, and the upper module takes over the vehlcle. Otherwise, it is determined whether the vehicle
can enter the downstream sub-region. If j ¢ g, (r) (i.e., the vehicle does not need to wait in the output queue g,), it enters the

downstream sub-region, and the event y(AZ) ;A” is executed.

11
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Fig. 8. Triggering relationship and logical flow of the traffic flow module.

4.2. Ride-sourcing system simulation

The ride-sourcing system module is developed based on the traffic flow module. Specifically, a bipartite graph matching strategy,
which considers the matching radius, was designed to obtain the passenger-driver pairs. Additionally, a threshold relocation strategy
was proposed. This differs from most existing studies that assume drivers always accept relocation tasks, as it allows drivers to refuse
them. If a driver accepts a relocation task but fails to reach the predetermined goal, the platform compensates the driver.

4.2.1. Notations

The notations of the ride-sourcing system simulation model are summarized as follows. It is worth noting that an unmatched
vehicle, including those nearing the destination of their service mission, idle vehicles, or those relocating, is considered to be an
available vehicle.

Indices and sets

c index of passenger request
C set of all potential passenger requests
Cy;i (1) set of unmatched passenger requests in sub-region i
C, () set of all unmatched passenger requests in the matching pool, where VC,; (z) € C, (7)
Vy; (7) set of available vehicles in sub-region i
Vi (7) set of all available vehicles in the matching pool, where YV, () € V; (r)
S (1) set of sub-regions where the number of available vehicles is higher than the upper bound SI.("p), where Vs; (7) € S (1)
D(7) set of sub-regions where the number of available vehicles is less than the lower bound Si(low), where Vd; (r) € D(r)
Vg (1) set of background traffic vehicles
Parameters
Aty estimated time for vehicle j relocate to sub-region i
T the distance between passenger ¢ and driver j
At estimated time it takes for vehicle j to pick up passenger ¢
i (7) supply (available vehicles) of relocation strategy in sub-region i
d; (7) demand (available vehicles) of relocation strategy in sub-region i
d, the distance from vehicles to the passengers’ destination when the vehicle is included in the matching pool
At maximum wait time of passengers
Decision variables
Xje 0-1 variable that determines whether vehicle j matches with passenger ¢
X decision variable defining the number of vehicles relocated from sub-region i to sub-region i*
R; matching radius in the sub-region i
At; matching time interval for the sub-region i

12
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S;“p) upper bound of available vehicles in the sub-region i
siow lower bound of available vehicles in the sub-region i

4.2.2. Online matching
To describe a typical matching strategy, the following bipartite graph matching model is solved at each time interval Ar;:

min Z Z At x;, (12)
JEVI(7) ceCy ()
rie £ R, Vj € Vi(1),Ve € C ()
Yeec, 0 Xje < 1,Vj € (7)
sty Zjewm Xje < 1L.Ve € C(0) 13)
ZjEVI(r) decuj(f) x; = min{|V(7)], |C,; ()|}
Xje = {0,1},Vj € V(). Yc € Cy;(7)

A matching algorithm based on the dominant zone concept proposed by Xu et al. (2017) is designed (Algorithm 1). Each
passenger’s dominant zone refers to a neighboring area with the passenger as the center. The distance from any point in the area
to the passenger is less than the distance between all other passengers and the passenger.

Algorithm 1 is a rule-based heuristic algorithm. Its solutions are superior to those generated by the greedy algorithm following
the First-Come, First-Served principle. Furthermore, Algorithm 1 exhibits significantly higher computational efficiency compared
to exact algorithms such as the Kuhn-Munkres (KM) algorithm. When considering radius constraints, Algorithm 1 exhibits an
algorithm complexity of O[|C,;||V|(IC,,;| + 1)] in the worst situation. However, the algorithm complexity of the KM algorithm is
O[|Cy; [IV1I(C,, | + [W)*] in all situations.

Algorithm 1: Matching Algorithm

Input: C,,(v); V1(7)
Output: decision variable x;,

1 foreach ¢ € C,;(r)4At do

2 Set R, =@ // R, represents the set of vehicles within radius r, for the passenger ¢
3 foreach j € V|(r) do

4 if r;, <r; then

5 | R <RU)

6 end

7 end

8 Set R. =@ // R, is set of vehicles within dominant zone of passenger ¢
9 foreach j € R, do

10 Set igomn =1 // Vehicle j in dominant zone of passenger c
11 foreach ¢’ € C,,;(z) do

12 if ry; <r,; then

13 Igomin < 0

14 break

15 end

16 end

17 if iyomin = 1 then

18 ‘ R, < R U {j}

19 end

20 end

21 if [R| > 0 then

22 ‘ Selecting the vehicle j with the minimum 47, x; =1

23 end

24 end

4.2.3. Relocation strategy
Improving the matching efficiency can be achieved by dynamically relocating available vehicles from sub-regions with low
demand to hot sub-regions. To control the number of idle drivers in each sub-region, we designed a threshold-based relocation

strategy.
First, we defined the demand and supply in each region:
gllow) _ [V @) |V @) < gllow)
d; = i Li |V ! §
i (7) { 0, |VIJ (T)| > S}ow "
_ ¢lp) ) (up)
s (1) = |Vl,i (T)| S; (;'!)VL, (T)| > S N
0,|V,; (@] < S;
0< Sfbw) < Sf“P’ < @) "

d; (z) represents the number of driver shortages in sub-region i. If d;(r) > 0, the sub-region i is included in the set D(z),
i.e. Vd; (r) € D(z). s;(v) represents the excess number of drivers in sub-region i. If s5;(r) > 0, the sub-region i is included in the

13
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set S (7), i.e. Vs; (r) € S (). Based on the above definition, a typical linear programming model is established, with the objective
function of minimizing the time cost of all relocation tasks:

min Z Z X Al 17)
i€D(r) i*E€S(r)
z X < 8 (1), Vi* € S(7)
i€D(r)
st Z X+ > d; (7),Vi € D (1) (18)
*eS(r)
X+ 20

The first constraint ensures that the number of relocated drivers in any supply sub-region does not exceed the number of idle
drivers in that sub-region. The second constraint represents the supply needed to satisfy all demand sub-regions. The third constraint
ensures that all variables are non-negative. Since this is a simple linear programming problem, it can be quickly solved using the
commercial solver.

Previous studies generally assumed that drivers would unconditionally obey the relocation instructions of the platform, which
does not consistently align with the real-world circumstances. Therefore, we reference a compensation strategy used in the real ride-
sourcing platform DiDi Chuxing (Xu et al., 2020a). This strategy displays the relocation instructions on the driver’s APP, allowing
the acceptance or rejection of these tasks. If a driver is not matched with a passenger within 10 min of arriving at the destination for
relocation, the relocation task is considered a failed relocation. Conversely, if a driver is matched with a passenger within 10 min, the
relocation task is deemed successful. In order to enhance the execution rate of the dispatch strategy, drivers receive compensation
for failed relocations. The amount of compensation is equivalent to the average earnings from one order in the market.

4.2.4. Ride-sourcing system simulation module

This section provides a detailed description of the operating principles of the ride-sourcing simulation module. The static
attributes, dynamic attributes, and events embedded in the simulation module are defined as follows, respectively.

static. s = {{sP.vie z}.{s{9 veec}}

Here, the ride-sourcing system module contains all static attributes of the traffic flow module (S,.(Z), Vi € Z) and passenger
requests information (including the departure time, location, and destination) s§C>, V¢ € C where C is the set of all potential
passenger requests.

Dynamic. D™ = {V; (1), ¥, (2).C, (v),S; (2), D; (1)}

Here, Vg (r) represents set of vehicles in the background traffic. V;(z) and C,(z) represent set of all available vehicles and
unmatched passenger requests in the matching pool, respectively.

As shown in Fig. 9, the ride-sourcing module simulates two processes: the background traffic on the road network and the
ride-sourcing service process. In the former process, vehicles depart and complete their trips according to a predefined schedule.
The detailed relationships of the ride-sourcing service are as follows.

Step 1. Execute event a;M3): Initialize the location o; of available vehicle j, vehicle j joins the set ¥}, vehicle start cruising (trigger
event ﬂg\;[g) ); then execute event aﬁMz): Ve € C, scheduled the event ﬂEM“) (passenger c call for service).

Step 2. Execute event ﬁ£M4): After a passenger calls for a ride, the passenger is included in the matching pool (C, () < C, (r)u{c}).
Event ﬂgMS) is scheduled for time 7z + A4r,, indicating that the order will be canceled because of impatience if ¢ € C,(z), then
Cy (1) < G0\ {c}

Step 3. At intervals of Ar™, executing event y ™D to match idle drivers with passengers using the bipartite graph matching model
described in Section 4.2.2. If x,; = 1, driver j matches with passenger c, i.e., M; (z) < M; (r)U{c}. Remove them from the matching
pool (V; (7) « Y (0)\ {j}, C,(¥) « C,(z)\ {c}]). Update the vehicle matching status (M, (z) < M; (z) U {c}). The driver starts to
pick up the passenger. Vehicle j first temporarily exits the traffic flow module (event a$3)). The vehicle exit from the end node of

w?

the link. Then the event yl.(’j“) - ﬂf‘fe) is triggered immediately, and the final destination of the vehicle is set. Finally, the vehicle

departs with event a;.Al).

Step 4. yt.(f;l) - /}S\;m, vehicle j arrives at the location of the passenger. I; (z) < 1, i.e., the idle state of the vehicle is updated,
then set the vehicle’s final destination to the passenger destination. vehicle call to depart (event aj.Al)). When the vehicle approaches
the destination (d;R) (1) < d,, |T/ (r)‘ = 1), the vehicle is included the matching pool (V; (r) < V;(z) U {j}).

Step 5. When vehicle j arrives at the destination of passenger c, its idle state is updated by setting I; (7) < 0, and it is unmatched
with the passenger by removing ¢ from M, (7). If the vehicle is matched with another passenger before reaching its destination
G.e., |M ; (r)‘ # 0), it departs to pick up the new passenger (event ﬁg\fﬁ)), Otherwise, event ﬂ/('Mg) is triggered.

Step 6. ﬁj(.M9) represents that the vehicle starts to cruise. According to model Assumption 3, the roulette algorithm determines
whether the driver accepts the relocation task. If the driver accepts the relocation task, a relocation sub-region is designated for the
vehicle according to the model solution results described in Section 4.2.3, a destination in that sub-region is randomly selected as
the vehicle’s final destination, then the vehicle call to depart (event a;.A”). If the driver does not accept the relocation task, according
to model Assumption 4, the roulette algorithm is also adopted to determine whether the driver goes to the sub-region with the
highest demand, stay, or cruise in the current sub-region.
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Fig. 9. Triggering relationship and logical flow of the ride-sourcing system module.

5. Simulation-based optimization framework

This section provides a comprehensive overview of the construction of the simulation-based optimization framework. The
decision variables in this framework include the matching and relocation strategy parameters. The Bayesian optimization is
implemented to solve our problem under a tight computational budget. Some researchers (such as Yang et al. (2023), Dandl et al.
(2021)) have used similar approaches to solve complex simulation-based optimization problems. In addition, the rolling horizon
approach provides tractability for combining this framework with the prediction model while further improving the efficiency of
the Bayesian optimization algorithm in pre-sampling.

First, the optimization model is set with the objective function of maximizing the net income of the platform, which is defined
as the difference between the commissions earned on service income and the compensation due to relocation failures.

max f(X)=n- Y 1;(0) = xt(p) (19)

jev

R 4 S0 o)

X = : : : : (20)
Rizi(0) Anyz(0) S0 @z
0<Ri(p) < Rypi = 1,2,... 2]
0< Ati(p) < Atmaxvi =12,...1Z|
503 0< S (p) < Spasi = 1,2, | Z] (21)

w(p) =578 i=1.2....|2]

0<wip)<l,i=12,..|Z|
where Y jev 1;(p) represents the total income of all orders within period p. n represents the commission rate for the platform. y
represents the compensation cost. #;(p) represents the number of relocation failures within period p. X is the decision matrix of

the joint strategy, which is composed of the matching radius, matching time interval, and the upper bound and lower bound of
available drivers of each region in the time period p. As shown in Formula (21), each decision variable specifies its non-negative
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Fig. 10. Rolling horizon approach for simulation-based optimization.

and upper-bound constraints. w;(p) represents the ratio of the lower bound to the upper bound of the available vehicles, ranging
from O to 1.

Ride-sourcing market operates in a dynamic and stochastic environment, where a rolling horizon approach as shown in Fig. 10
can be adopted to perform the simulation-based optimization framework. Each optimization process includes two phases: the
optimization phase and the execution phase. The execution phase represents the latest ahead-look period in simulation-based
optimization. The passenger and background traffic demand in the ahead-look periods should be predicted and used as input.
Since this paper does not involve a prediction model, so we substitute it with the given demand. The dynamic variation of the
driver distribution is deduced by the simulation model, which implies that the input in the simulation-based optimization stage
includes the initial state of the system and the prediction of the forward time horizon. In addition, considering the similarity of
the demand patterns of the two consecutive periods, the solutions in the previous period are included in the initial sampling of the
current optimization phase. In this paper, the operation rolling optimization requires selecting an appropriate number of ahead-look
periods to achieve a trade-off between computational efficiency and global optimum. Less ahead-look periods tend to trap in a local
optimum. Too many ahead-look periods will trap in a long optimization loop, which is against real-time operational decision-making.

Due to the unavailability of gradient information in this study, the gradient-free algorithm is the only viable option for this
simulation-based optimization problem. In this section, a BO framework is employed to solve it. Bayesian optimization is a method
used to optimize black-box functions where a black-box function has not an explicit analytic expression. It predicts the output of
the function by building a surrogate model. The surrogate model is typically formulated as a Gaussian process model where the
next detecting point can be obtained by an acquisition function. During each iteration, Bayesian optimization utilizes known sample
points and prior knowledge to update the surrogate model and identifies the location where the current global optimum is most
likely to be improved for the subsequent sampling. The improved Gaussian process model and multi-objective acquisition function
proposed by Cowen-Rivers et al. (2022) are used in the Bayesian optimization algorithm.

The most common surrogate model in Bayesian optimization is the Gaussian process regression (GP). It is assumed that the
objective function to be optimized follows a Gaussian process :

F(X) ~GP (m(X). ky (X, X")) (22)

where GP is fully specified through a mean function m(X), and a covariance kernel k,(X, X’). The most commonly used GP kernel
=)

262

There have been a number of longitudinal studies reporting that the assumption of stationarity reduces the GP prediction
accuracy, especially when the points collected present a relatively dense distribution in metric measure space (Huo et al., 2023).
However, our simulation incorporates numerous random parameters, including the maximum wait time of passengers and the
behavior of drivers accepting the relocation task. The assumption of stationarity is not appropriate for our problem.

Snoek et al. (2012) has proved that the input warping transformation assists in handling non-stationary functions. Therefore, we
adopt Kumaraswamy input warping transformation as mentioned in Snoek et al. (2012); Kumaraswamy transformation converts the
cumulative distribution function (CDF) of the original data to a uniform distribution over the interval [0,1] via the inverse function
of the Kumaraswamy distribution. Each input dimension with transformation is given as follows:

is stationary, depending only on the norm between x and x’, such as the radial basis function kernel: k,(x, x’) = exp <

[Kumaraswamyy (xn)]k =1-(1- [x,,]zk)bk Vk €[l :d] (23)
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where g, and b, are adjustable warping parameters for each of the dimensions, d is the dimension of the problem, and y represents all
parameters, i.e., y = [a;.4,b,.4]. Thus a GP surrogate with an improved kernel is determined by maximizing the marginal likelihood
function:
1 T pr\-! 1 | n
max ==Y} (K}) 'Y, = 3 In |K5| - Zin(n) (24)

where 6 is the parameter in GP kernel, and y is the parameter for non-stationary transformations. Y, is the data observed. Kg repre-
sents a covariance matrix that depends on both 6 and y, where the new GP kernel kg (x, x! ) =ky (Kumaraswamyy (x) , Kumaraswamy,
().

When a set of collected data {X,Y} = {(x;,5) li=1,....n} is known, where X is the input vector and is Y output value. When
there is a new input X*, to predict the corresponding output f(X*), the joint distribution of D = {X,Y} and set of input points X*
is given by:

ey
f&

According to the conditional distribution properties of multi-dimensional Gaussian distribution, the posterior predictive
pPf(XHID)=N (/49,y (X*), 04, (X*)) with:

m(X) Ky(X,X) KV(X,X*)
077~N<|: m(X*) ]’[ KZQ(X*,X) KZQ(X*,X*) ]) (25)

poy (X*) =m (X*) + K, (X, X*) KX, X)™' (¥ = m(X)) (26)

o, (X*) = K! (X", X*) =K (X, X*) 'K/ (X, X)"'K!, (X, X*) 27)

Obviously, in a Gaussian process, the prediction result of each point contains not only the predicted value but also the
probability distribution of the predicted point. Here, the predicted value is the maximum of p(f (X*)|D) when f (X*) = m(X*) +
KI(X, X)TKI(X, X)™' (Y = m(X)).

The acquisition function searches for a better objective function through the prior information from the surrogate model. The
acquisition function generates sampling points in the measure space and aims for a better improvement on the objective function.
The essence of the acquisition function is a trade-off between exploitation and exploration. Exploitation refers to sampling in measure
space where the surrogate model predicts optimal output. Exploration refers to sampling in measure space under conditions of high
uncertainty. The goal of both is to maximize the value of the acquisition function to determine the next sampling point. In this
study, a multi-objective acquisition function proposed by Cowen-Rivers et al. (2022) is adopted, which considered the following
three classical acquisition functions:

Upper Confidence Bound (UCB):

agep (X | D) = E [max {u,, (X*) +nop, (X*)}] (28)

UCB is a simple acquisition function that gives BO the capability of exploration—exploitation trade-off by adjusting parameter 7.

Expected Improvement (EI):
ag; (X | D)= E [max {f (X*) - £ (X*)}] (29

where f (X) represents the most excellent input in the collected data. This means that the purpose of the EI acquisition function
is to maximize the expectation of a point larger than the historic optimal point.

Probability of Improvement (PI):
ap, (X | D)= E [max {p (f (X*) - £ (X*) 2 ¢)}] (30)

where ¢ represents a threshold greater than the historic optimal value in the collected data. Therefore, the PI acquisition function
maximizes the probability of surpassing the current optimal point with the sampling point.

According to the above three acquisition functions, a multi-objective acquisition seeking a Pareto-front is as follows:
max (ag(X | D), apy(X | D), aycp(X | D)) (31)

As the acquisition criteria are changeable, it supports parallel sampling in the solution space. In each iteration, the non-dominated
sorting genetic algorithm II (Deb et al., 2002) is employed to select p points from the Pareto front (p=8 in numerical experiments).
Subsequently, these selected points are evaluated in parallel through simulation. Additionally, the GPyTorch library is utilized for
fitting Gaussian processes, which enables the inference of Gaussian processes with GPU acceleration. This has a pivotal role in
the timeliness of strategy optimization in a dynamic simulation environment. The above simulation—optimization procedures are
summarized in Algorithm 2.
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Fig. 11. Distribution of background traffic trips and potential ride-sourcing requests.

Algorithm 2: Simulation-optimization procedure

Input: Number of initial sampling points n;, maximum number of iterations N, kernel function, acquisition function a(X|D)
Output: X ., Yoin
1 Randomly generate a Sobol sequence X = {xo, X Xy }, and evaluate Y via simulation parallelly.
Estimate parameters (6 and y) and build posterior probability distribution.
while n<N do

Choose the next set of evaluation points X* = argmin a(X|D).

Y* is evaluated parallelly by simulation.

Update X ,ins Ymin-

Update posterior probability distribution with X* and Y*.

n=n+1
end

© 0 N o U bHh W N

6. Computational experiments

This section presents six groups of computational experiments conducted using the traffic scenario in Berlin. All experiments
were executed on a PC equipped with an Intel Core i7-7700 CPU and 8 GB of RAM, operating within a Windows environment.
The effectiveness of our proposed method relies on the simulation model and the optimization approach working together. Both
components are crucial for addressing our specific problem. Consequently, the initial three groups of experiments focus on testing
and analyzing the proposed simulation model. We first verify the efficiency and accuracy of the traffic flow simulation to determine
the applicability of simulation-based optimization. Then we investigate the joint impact of the matching radius and time interval in
different ride-sourcing fleet size. The third group of experiments explores how fleet size and traffic congestion (including endogenous
and exogenous congestion) affect the system performance. This analysis highlights the importance of incorporating endogenous
congestion into the operational strategy. The last three groups test and analyze the proposed simulation-based optimization
approach. We verify whether the simulation-based optimization framework can make high-quality dynamic joint decisions of
matching and relocation strategies within a tight computational budget. Next, we demonstrate the superiority of the proposed
dynamic joint optimization strategy compared with two benchmark strategies. Finally, the experiments with different fleet sizes
and background traffic demands demonstrate the endogenous congestion (generated by ride-sourcing fleets) should not be ignored.
This observation serves as an extension of the findings from the third experiment. Fortunately, these six groups of experiments have
yielded unexpected and intriguing findings, allowing us to summarize valuable managerial insights that have exceeded our initial
expectations.

6.1. Traffic scenario in Berlin and parameter settings

Our simulation employs the traffic scenario in Berlin Ziemke et al. (2019), which includes automobiles, public transit, walking,
and cycling during a typical workday. In Section 6.2, we employed the complete set of scenario data and the entire road network
described in Ziemke et al. (2019) to evaluate the accuracy of our simulation. In the remaining subsections, we utilized a portion of
the actual road network. This subnetwork was sourced from OpenStreetMap, comprising a total of 4062 links, as illustrated in Fig. 4.
The analysis and optimization were conducted within a timeframe of 7:00 to 12:00. Since the scenario data from Ziemke et al. (2019)
does not specify whether the agents use taxis or ride-sourcing for travel, a portion of the agents using automobiles were considered
as potential ride-sourcing passenger requests, totaling 42,396 requests. The remaining agents were regarded as background traffic
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Table 2
Simulation setting.
Simulation setting Value
Maximum wait time of passenger At,, (min) At ~ N(10,5)
Probability of drivers cruising to high demand sub-region/staying motionless/cruising within the current sub-region 0.3/0.6/0.1
The probability that the driver accepts the relocation task 0.73
Compensation amount for a failed repositioning task (€) 20
The threshold distance when drivers are included in the matching pool d, (m) 1000
Time step of continuous simulation 47 (s) 15
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Fig. 12. Simulation accuracy verification.

trips, amounting to a total of 320,619 trips. The distribution of both background traffic trips and potential ride-sourcing requests
over time is depicted in Fig. 11. It is important to note that the ride-sourcing demand is likely to be relatively high, which may
have an impact on the results in terms of ride-sourcing effects on congestion.

For each order, the fare consists of a fixed fee of 10 €, a mileage fee of 2 €per kilometer, and a time fee of 0.4 €per minute. Since
we consider all drivers as registered drivers, the platform does not bear the operating costs but instead takes a 15% commission on
each order. Additionally, the unit cost of vehicle fuel consumption for drivers is 1.8 €per liter.

In this paper, a series of assumptions have been integrated into the simulation model. Now we specify these parameter settings.
When a passenger calls for a ride-sourcing service, similar to the approach by Yang et al. (2020), the maximum waiting time of the
passenger is established as a random variable following a normal distribution. Regarding drivers, they have the option to reject a
relocation task. As elucidated by Xu et al. (2020a), a certain percentage of drivers agree to undertake a relocation task when the
platform pledges compensation for unsuccessful relocations. This specified percentage is set as the probability of a driver accepting
a relocation task. A certain probability is assigned to their decision of either traveling from a low-demand sub-region to a high-
demand sub-region, staying motionless, or cruising within the current sub-region in case a relocation task is rejected (Urata et al.,
2021). Notably, when drivers engage in cruising towards a sub-region, the specific destination within that sub-region is selected
randomly, irrespective of whether they are cruising independently or in response to a relocation task. For the matching process,
drivers are included in the matching pool before completing their ongoing ride. If the current remaining trip distance is below a
defined threshold of 1000 m, the driver is included in the matching pool. Additionally, our continuous simulation operates on a
time step of 15 s. For clarity, we present a summary of the simulation parameters in Table 2.

6.2. Simulation accuracy and efficiency

Given that the characterization of speed dynamics within a sub-region relies on an aggregated traffic dynamics model, without
accounting for congestion variations across individual links. Therefore, it is necessary to verify the accuracy of our traffic simulation
model. In pursuit of this, we compared the simulation outcomes with the real-world data from Ziemke et al. (2019). We performed
an equivalent simulation utilizing the complete dataset of the entire road network described in Ziemke et al. (2019). It is important
to note that we only had access to the real-world cumulative distribution function (CDF) of trip distance and trip duration for
verification purposes. Other real data was not accessible to us. As illustrated in Fig. 12, the CDF of trip distances and trip durations
in the simulation closely resemble those derived from real-world data. This outcome indicates that the simulated path selection and
macroscopic congestion characteristics closely mirror those observed in the real-world scenario.

The computational efficiency of the simulation model is crucial for optimizing operational strategies in the ride-sourcing market,
as it is a key factor in determining the applicability of the simulation-based optimization framework. Surprisingly, our simulation
model only spends a mean computational time of under 3 s to simulate one hour of the traffic scenario.
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Fig. 13. Joint impact of matching radius and time interval on the matching rate in different fleet sizes.

6.3. Joint impact of matching radius and time interval in different fleet sizes

As elucidated in Section 3, the impact of both the matching radius and the matching time interval extends beyond individual
effects, encompassing a joint impact on the system. This joint impact is contingent upon the prevailing supply and demand
environment. To investigate this relationship, diverse parameters are input into the simulation model of the ride-sourcing system,
enabling observation of the system’s response to these variables through the resultant simulation outcomes. In our investigation, the
fleet size is set at three different levels: 4000, 5000, and 6000, across various simulation scenarios. Uniform matching radius and
matching time interval parameters are applied to all sub-regions within a given simulation. The observation range for the matching
radius spans from 500 meters to 4400 m, increasing by 100 meters for each step. Correspondingly, the observation range for the
matching interval time ranges from 6 s to 54 s, increasing by 6 s for each step.

Fig. 13 shows the joint effect of the matching radius and time interval on the matching rate in different fleet sizes. As the fleet
supply increases, the optimal matching radius increases, and the optimal matching interval time decreases. Evidently, the optimal
parameter combination is strongly linked to the existing supply and demand conditions. Consequently, an optimization endeavor
must entail a collaborative approach with the relocation strategy to yield the most advantageous outcomes.

These simulation results have similarities and differences with the analytical model’s results by Yang et al. (2020). The similarity
is that the matching rate is convex with respect to the matching time interval and radius. The difference is that Yang et al. (2020)
find that the matching rate is more sensitive to the matching time interval, while our results show that the matching rate is more
sensitive to the matching radius (see contour lines in Fig. 13). And Yang et al. (2020) find that the matching rate first increases with
the matching radius but then become independent when the matching radius exceeds a certain threshold (about 700 m). But our
simulation experiments show that the matching rate first increase and decreases, and it is still affected by the matching radius even
at a matching radius of 4400 m. We attribute the reason for these differences to the observation time scale. The study conducted
by Yang et al. (2020) focuses on a time scale of a few minutes. During shorter time periods, increasing the matching radius can fulfill
more demands until either all demands are met or the supply is depleted. Once the supply is exhausted, expanding the matching
radius will no longer have any impact on the system’s efficiency. On the other hand, when the observation time scale is larger (such
as 1 h in our study), an excessively long pickup distance (matching radius) leads to a loss of efficiency, further worsening subsequent
operations.

6.4. System performance response to the fleet size and background traffic

The ride-sourcing system’s operation performance is affected by traffic congestion. The traffic congestion consists of endogenous
congestion (generated by ride-sourcing fleets) and exogenous congestion (generated by background traffic). The objective of this
section is to explore the impact of ride-sourcing fleet size and background traffic on the performance of the ride-sourcing system. In
this experiment, we have established a total of 119 simulation scenarios with different background traffic scaling factors (spanning
from 0.9 to 1.5 times of background traffic trips) and ride-sourcing fleet sizes (ranging from 3500 to 7500 vehicles). The matching
radius and matching time interval are uniformly set at 1000 meters and 10 s in all sub-regions, respectively. All drivers in the
simulations are engaged in cruising independently.

Most ride-sourcing platforms increase the number of registered drivers to expand their fleet size without restriction to improve
the system’s performance (the passengers’ average waiting time and the total revenue). The limitations of this approach can be seen
in Fig. 14.

Interestingly, Fig. 14 shows that the platform’s total revenue reaches its peaks with increasing fleet size and then declines,
although the platform does not cover vehicle costs. Similarly, passengers’ waiting time reaches its minimum and then rises. This is a
counter-intuitive observation since it is expected that more ride-sourcing vehicles will generate less passenger waiting time and more
platform revenue. After further investigation, it is found that increasing fleet size has two opposing influences on passenger waiting
time and platform revenue. That is, increasing the fleet size improves the matching rate and reduces the passenger’s waiting time,
but it increases road congestion and slows down the circulation of ride-sourcing vehicles, which hurts efficiency. Therefore, limiting
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Table 3
Calculation time comparison.
Algorithm Average CPU time per iteration (s) Total CPU time (s)
SPSA 9.2 (run three simulations per iteration) 1224
Traditional BO 5.1 (2.1 s for BO compute) 1725
Improved BO 6.8 (3.8 s for BO compute) 2150
Improved BO with parallel sampling 12.1 (4.5 s for BO compute) 439.5

the fleet size is beneficial to both ride-sourcing platforms and the road transportation system, especially when traffic congestion
gets worse.

The insights derived from this analysis are applicable to individual sub-regions, and it is imperative for the platform to consider
the adverse consequences stemming from endogenous congestion induced by the fleet. For example, in situations where a sub-region
experiences substantial demand, the platform should prudently relocate a large number of drivers to that particular sub-region,
especially when the congestion in that sub-region is severe. For the difference between operation strategies with and without
consideration of endogenous congestion, we provide a further comparison in Section 6.7.

6.5. Performance of the proposed simulation-based optimization framework

In this section, our objective is to evaluate the performance of the proposed simulation-based optimization framework (Bayesian
optimization), comprising convergence and computational time cost. Additionally, we include an evaluation of another gradient-
free optimization method called Simultaneous Perturbation Stochastic Approximation (SPSA). SPSA estimates gradient information
based on two evaluations of the objective function value. This method has demonstrated successful and widespread application in
transportation simulation—optimization problems (Antoniou et al., 2015; Gu and Saberi, 2021).

Fig. 15 shows the comparison of the optimal values of the algorithm iterative process. The optimization period is from 8:00 to
9:00. To ensure a fair comparison, the x-axis represents the total number of simulations conducted instead of the iteration round.
The discernible trend illustrates that the improved BO algorithm avoids falling into local optimal solutions better than the traditional
BO algorithm due to the higher accuracy of the surrogate model fitting and the multi-objective optimization of multiple acquisition
functions. Despite its fast initial convergence speed, the SPSA algorithm performs the worst among the four algorithms evaluated.
Remarkably, when adopting a parallel sampling strategy, the improved BO algorithm still converges to a good objective function
value.

Turning to Table 3, an assessment of the computational CPU times associated with four algorithms is provided. Notably, the
improved BO framework entails a relatively higher computational cost compared to both the traditional BO framework and the
SPSA. This discrepancy stems from the computation involved in multi-objective acquisition functions. Consequently, the adoption
of a parallel sampling strategy becomes imperative to mitigate time overhead, ensuring an acceptable overall time cost for solving.

Finally, we employed the improved BO algorithm with parallel sampling, implementing a rolling optimization approach in a
5000 fleet size scenario over a 1-hour planning horizon. We further compress the computation time of the simulation optimization
framework by limiting each phase to 300 simulations, with the initial 90 simulations being randomly sampled. The iterations
of the simulation-based optimization framework at each planning horizon are shown in Fig. 16. As each planning horizon of
optimization incorporates the decision variables from the previous horizon into the pre-sampling stage except for the first horizon,
the initial sampling is not completely random. Especially in horizons 3-6, the objective function value of the first sampling point is
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Fig. 16. Rolling horizon optimization process.

significantly superior to the remaining random sampling points. This design improves the efficiency of the pre-sampling, enabling
the BO framework to promptly identify a more favorable objective function value region at an earlier stage.

6.6. Comparison of dynamic joint optimization and two benchmarks

This section aims to demonstrate the advantages of our proposed dynamic joint optimization strategy. We compare the joint
optimization strategy (dynamic matching radius, matching time interval, and vehicle relocation) with two benchmark strategies
(fixed matching radius and matching time interval with/without relocation strategies).

As shown in Table 4, our proposed joint optimization strategy is compared with the benchmark strategies. Considering the
randomness of the simulation environment, each set of experimental data is the average of the results of 10 simulations, employing
the same decision variables yet different random seeds.

First, we tested the optimized relocation strategy with a fixed matching radius and matching time interval. The results from the
comparison between the independent cruise (IC) and relocation strategy (RS) in Table 4 demonstrate that accepting the repositioning
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Table 4
Optimization result comparison.
MI MR PNI OCR ADP DITR APWT NART NRF
1C RS () RS IC RS IC RS IC RS RS RS
500 112756 117058 0.875 0.922 87.43 92.87 0.305 0.267 204 194 3604 200
1000 115995 119702 0.899 0.930 91.13 94.63 0.283 0.250 203 191 2092 83
10 2000 115927 119088 0.896 0.917 91.05 92.73 0.283 0.263 216 212 1448 49
3000 111360 114363 0.859 0.873 85.87 86.65 0.308 0.296 238 231 1144 78
4000 105720 108765 0.813 0.825 79.48 79.77 0.341 0.332 262 253 1203 51
500 107911 110544 0.84 0.889 81.96 87.20 0.336 0.300 202 197 3673 256
1000 112830 118294 0.877 0.925 87.54 92.74 0.305 0.269 198 193 2076 144
30 2000 114649 119369 0.889 0.918 89.60 92.43 0.291 0.268 206 205 1193 88
3000 112506 116612 0.871 0.894 87.17 88.99 0.305 0.286 228 220 897 73
4000 109233 112797 0.844 0.861 83.46 84.69 0.325 0.308 246 238 963 69
500 101165 101 484 0.788 0.833 74.32 78.35 0.372 0.307 225 220 4260 298
1000 106812 110002 0.831 0.880 80.72 85.99 0.344 0.308 215 208 3018 233
60 2000 109625 113463 0.853 0.899 83.91 87.87 0.325 0.295 221 213 1802 161
3000 109503 112240 0.851 0.882 83.77 86.61 0.325 0.302 238 233 1479 164
4000 108297 110753 0.841 0.869 82.40 84.71 0.333 0.312 252 247 928 154
DJO 121 667 0.945 97.14 0.246 189 925 15

MI: Matching interval (s); MR: Matching radius (m); PNI: Platform net income (€); OCR: Order completion rate; ADP: Average driver profit (€); DITR: Driver idle
time rate; APWT: Average passenger waiting time (s); NART: Number of accepted relocation tasks; NRF: Number of relocation failures; IC: Independent cruise;
RS: Relocation strategy; DJO: Dynamic joint optimization.

task can improve the system performance level to different degrees, including higher revenue, less passenger waiting time and lower
cruising time, compared with the driver’s independent cruising.

Furthermore, upon jointly optimizing the repositioning strategy with the matching parameters, the results are noteworthy (see
the last row in Table 4). Specifically, the following improvements were observed: the platform net income (PNI) increased by 4.9%
to 20.3%, the order completion rate (OCR) advanced by 5.1% to 19.9%, the average driver profit (ADP) increased by 6.6% to
30.7%, the driver idle time rate (DITR) diminished by 3.7% to 12.6%, and the average passenger waiting time (APWT) decreased
by 4.5% to 27.9%. It is important to note that the profits of drivers are calculated by deducting the fuel consumption costs of
vehicles and adding compensation for failure relocation. Fuel consumption is calculated based on speed and acceleration, following
the methodology in Zegeye et al. (2013). These improvements are in comparison to conditions involving driver independent cruising
under fixed matching radius and matching time interval settings.

In addition to system efficiency indicators, the failure rate of relocation tasks (NRF/NART) is also one of the important
performance measures. This measure assumes added importance as it not only augments the platform’s compensation costs but
also has a bearing on driver trust in engaging with relocation tasks.

As shown in the last two columns of Table 4, it becomes evident that a reciprocal relationship exists between the matching
radius and the number of accepted relocation tasks, as well as the number of task failures. As the matching radius expands, a larger
proportion of drivers become actively engaged rather than remaining idle, resulting in a decrease in the pool of available drivers for
repositioning tasks. This dynamic interaction between the matching and repositioning strategies underscores their joint influence.

Our findings unequivocally demonstrate that the dynamic joint optimization strategy leads to the lowest count of relocation
failures (NRF=15), resulting in the lowest relocation failure rate (NRF/NART=1.62%). Compared to the fixed matching strategy
with optimized relocation, the dynamic joint optimization strategy achieved a significant decrease in the relocation failure rate by
1.8% to 15%. This confirms the assertion that integrating the optimized matching strategy enhances the efficiency and effectiveness
of the repositioning strategy, leading to superior outcomes.

The advantages of our proposed joint optimization strategy can be further demonstrated by the dynamic variation in the number
of passengers and drivers in the matching pool (see Fig. 17). In Fig. 17, the optimal fixed matching strategy refers to the optimal
set of fixed parameters (1000 m matching radius and 10 s matching time interval) in the comparison experiment. The use of the
optimized repositioning strategy with the optimal fixed matching strategy was able to significantly outperform the independent
cruise with the optimal fixed matching strategy.

As described in Section 3, the relocation strategy should be combined with an optimized matching strategy to jointly contribute
to system performance. Our experimental results corroborate this idea. The number of passengers in the matching pool was at the
lowest level in most of time periods when the joint optimization strategy was activated. The utilization of the fleet under the joint
optimization strategy is extremely high because the number of drivers in the matching pool remains low throughout the time period.
This indicates that the idle time of drivers is significantly reduced and also indicates that this is not a greedy strategy. A typical
greedy strategy, such as using a large matching radius, also keeps the number of drivers in the matching pool consistently low, but
the pickup distance increases accordingly. This ultimately reflects an inefficient system performance.

The length of the ahead-look period (horizon length) can impact the effectiveness of our proposed method. Consequently, we
evaluated the performance of optimized solutions across various horizon lengths, as shown in Table 5. It is important to note that
the optimization time is capped at 8 min. Table 5 illustrates that, while a longer horizon length typically leads to improved global
performance, it can also reduce optimization efficiency due to extended simulation times. Therefore, performance measures initially
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Table 5
Comparison of performance measures in different horizon lengths.
Horizon length Platform net income (€) Order completion rate Average driver profit (€) Average passenger waiting time (s)
1h 121677 0.945 97.16 189
15h 122523 0.949 97.71 188
2h 121883 0.948 97.25 189

improve with increasing horizon length but may eventually decline. In summary, given the limited optimization time, the impact
of horizon length on optimization performance is somewhat constrained.

6.7. Impact of endogenous congestion on ride-sourcing system decisions

As described in Section 6.4, in urban transportation systems, the ride-sourcing fleets have impacted urban traffic congestion,
which feeds back into ride-sourcing operations. Therefore, in this section, we illustrate the importance of integrating the interaction
of traffic congestion and ride-sourcing system (i.e., endogenous congestion) into optimizing operational strategies.

We compared the system performance of the optimal solution in scenarios with and without the inclusion of endogenous
congestion considerations. This evaluation is carried out across varying background traffic demand scenarios and fleet sizes.
Specifically, in the simulation without consideration of endogenous congestion, all vehicles travel at speeds defined by background
traffic, i.e., the ride-sourcing fleet does not affect congestion, and other settings remain unchanged. The optimal solution without
endogenous congestion effects is then tested in the scenario with endogenous congestion.

In the scenario without endogenous congestion, the main objective of the optimal matching and relocation strategies is to attract
as many drivers as possible in high-demand sub-regions. Existing studies have considered the traffic condition but not included the
endogenous congestion generated by ride-sourcing fleets, such as Lai et al. (2019). However, in the scenario with endogenous
congestion, the optimal matching and relocation strategies should keep a trade-off between satisfying demand and resisting the
negative effects of endogenous congestion. This experiment demonstrates the difference.

Figs. 18 and 19 show the gap between the optimal solutions with and without consideration of endogenous congestion. In
the two figures, the time delay ratio is calculated as the ratio of the actual time taken to the time it would have taken at free-flow
speeds. Considering endogenous congestion not only leads to an increase in system efficiency (Fig. (a) to Fig. (c)), but it also leads to
congestion relief (Fig. (d)). This benefit is significantly most pronounced in the scenario with the fleet size of 8000 and a background
traffic scaling factor of 1.0, even though relieving traffic congestion was not our initial objective.

As seen in the scenarios with the fleet size of 5000 (background traffic scaling factor 1.0/1.2) and fleet size 8000 (background
traffic scaling factor 1.0), this gap gradually increases as the congestion (ride-sourcing fleet size or background traffic) escalates. But
in the case of an extreme congestion scenario with fleet size of 8000 and a background traffic scaling factor of 1.2, the time delay
ratio reaches around 1.9, and this gap is not as pronounced as the one in the scenario with fleet size of 5,000 and a background traffic
scaling factor of 1.2 due to very little space left in the roadway. This result illustrates the advantages of the operational strategy with
consideration of endogenous congestion in terms of system performance and shows that our proposed approach enables a win-win
situation for both the ride-sourcing system and the road transportation system.

Furthermore, we conducted a geographical analysis to examine the difference between the best solutions with and without
consideration of endogenous congestion. For demonstration purposes, we selected the scenario with an 8000 fleet size and a
background traffic scaling factor of 1.0. As illustrated in Fig. 20(a), the center sub-region (i.e. sub-region A in Fig. 4) emerges as the
primary area impacted by congestion. The congestion also propagates to the surrounding sub-regions, as evidenced by the presence of
boundary queues primarily distributed around the center sub-region. In the real world, this center sub-region encompasses portions
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Fig. 20. Geographical analysis for endogenous congestion.

of the Mitte and Friedrichshain-Kreuzberg administrative districts and serves as the political and commercial hub of Berlin. It includes
prominent business districts like Alexanderplatz, Friedrichstrale, and Checkpoint Charlie, as well as major thoroughfares such as
Hallesches Tor, Potsdamer Platz, and Leipziger Strasse, which experience significant traffic congestion. Therefore, our simulation
observations align with the real-world situation. From Fig. 20(a) and (b), the best solution considering endogenous congestion
effectively mitigates congestion in the center sub-region. Additionally, the length of the boundary queues is reduced. However,
there is still noticeable congestion and boundary queues present when using the best solution without endogenous congestion
consideration.

In the simulation model, the determination of shortest paths is based on distance rather than travel time. Therefore, we conducted
a comparative analysis of performance measures and simulation times between static routes (based on distance) and dynamic routes
(based on congestion). We utilized a scenario involving an 8000-fleet size and a background traffic scaling factor of 1.0. The
dynamic routes are generated using the A-star algorithm (Hart et al., 1968). As shown in Table 6, under the best solution without
endogenous congestion consideration, dynamic routing resulted in 1.7% higher platform net income compared to static routing.
However, the simulation time incurred a 31.0% increase. Under the best solution with endogenous congestion consideration, the
system performance remained largely consistent, but there was a 25.8% increase in simulation time.
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Table 6

Comparison between static routes and dynamic routes.
Best solution Routes PNI OCR ADP APWT TDR ST
Without endogenous Static 107072 0.806 38.99 255 1.738 4.2
congestion Dynamic 108883 (+1.7%) 0.822 (+2.0%) 39.74 (+1.9%) 252 (-1.2%) 1.709 (-1.7%) 5.5 (+31.0%)
With endogenous Static 117686 0.916 44.32 211 1.490 3.1
congestion Dynamic 118222 (+0.5%) 0.918 (+0.2%) 44.44 (+0.3%) 211 1.487 (-0.2%) 3.9 (+25.8%)

PNI: Platform net income (€); OCR: Order completion rate; ADP: Average driver profit (€); APWT: Average passenger waiting time (s); TDR: Time delay rate;
ST: Simulation time (s/h).

7. Conclusion

This work proposes a simulation-based optimization framework to tackle the dynamic joint decision-making problem of matching
and relocation strategies in ride-sourcing systems. This problem considers the impact of congestion generated by background
traffic and ride-sourcing fleets. The latter reflects the interaction between traffic congestion and the ride-sourcing system operation
(i.e., endogenous congestion). The problem can be divided into the online matching problem and the driver relocation problem.
The matching radius and time interval for the matching strategy and the upper and lower thresholds for the proposed threshold
relocation strategy are jointly and dynamically optimized. Specifically, we first propose a traffic simulation model, which integrates
the trip-based and multi-region MFD and CTM, to capture congestion dynamics and propagation among multiple sub-regions. We
also design a hybrid of time-driven and event-driven mechanisms to speed up the simulation process. The computational cost of
simulating one hour of operation of a ride-souring system is less than 3 s in the traffic scenario of Berlin. Additionally, we ensure the
model’s accuracy by comparing it with the real data. We integrate the Bayesian optimization, parallel sampling, and rolling horizon
approaches to solve this optimization problem. The proposed simulation-based optimization framework can optimize matching and
relocation strategy parameters with a planning horizon of 1 h in less than 8 min. Compared with the fixed matching strategy without
relocation, our dynamic joint optimization strategy can increase platform net income and driver profit by 4.9%-20.3% and 6.6%-—
30.7% respectively, and reduce passenger waiting time by 4.5%-27.9%. Moreover, by contrast with the fixed matching strategy with
optimized relocation, our dynamic joint optimization strategy significantly reduces the relocation task’s failure rate (1.8%-15%).
Our simulation and optimization experiments yielded some intriguing findings, with the first two derived from simulation and the
last one obtained through optimization:

(1) Yang et al. (2020) show that the matching rate first increases with the matching radius but then becomes independent of the
matching radius when the matching radius exceeds a certain threshold (around 700 m). However, our results show that the matching
rate first increases and then decreases with the matching radius (a concave function), and it is still affected by the matching radius
even at a large matching radius (4400 m). This difference stems from the length of the observation period. The observation time
scale of Yang et al. (2020) is small (a few minutes), while our observation time scale is 1 h. This reveals that too long pickup
distance (matching radius) downgrades the system’s efficiency in the current observation period and further worsens the operation
efficiencies in subsequent observation periods. These disadvantages are more and more prominent when the observation period is
lengthened. Therefore, there exists a moderate matching radius to maximize the matching rate.

(2) As the fleet size grows, the platform’s revenue reaches its peak and then declines, although the platform needs not to cover any
vehicle costs. Similarly, passengers’ waiting time reaches its minimum and then rises. Interestingly, it demonstrates the trade-off that
increasing the fleet size will improve the platform’s revenue and reduce the waiting time of passengers but increase road congestion
and slow down the circulation of ride-sourcing vehicles, which hurts the system’s efficiency and revenue. It also highlights that the
platform should consider the negative impact of the endogenous congestion generated by the fleet when relocating vehicles into
sub-regions with large demands or heavy congestion.

(3) When the endogenous congestion generated by the ride-sourcing fleet is not considered, the system performance will be
estimated optimistically. The resulting optimal operating strategy’s performance measures are significantly inferior to those of the
optimal operating strategy considering endogenous congestion. That is, considering endogenous congestion not only leads to an
increase in the system revenue and efficiency but also leads to congestion relief, even though relieving traffic congestion was not
our initial objective. This benefit is the most pronounced when the fleet size and background traffic demand are moderate. This
demonstrates that a win-win situation between the ride-sourcing and road transportation systems can be achieved by the optimal
ride-sourcing operational strategy with consideration of endogenous congestion.

In future work, our proposed simulation model can be utilized for multi-objective optimization to enhance the ride-sourcing
system’s efficiency and reduce traffic congestion. Another promising direction would be to investigate the regulation of multiple
ride-sourcing platforms to reduce traffic congestion. The existence of numerous ride-sourcing platforms in the same area could
lead to a large influx of drivers in an attempt to capture a larger market share, thereby increasing traffic congestion. Therefore,
it is crucial to explore regulatory measures to balance market competition and reduce traffic congestion. In addition, combining
online optimization with offline optimization is an interesting direction, which has the potential to enhance the solution’s quality
or expedite the optimization process.
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