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Abstract
With the explosive growth of data traffic over 

wireless access networks, the use of the millime-
ter-wave band becomes inevitable due to the 
spectrum scarcity in lower frequencies and the 
availability of large chunks of underutilized spec-
trum in this band. The rapid evolution of wire-
less technologies and co-existence of legacy and 
emerging wireless infrastructures are leading to 
complex network operation scenarios. For instance, 
to achieve the orchestration of co-existed networks 
and a large number of devices, dynamic operations 
of conventional distributed WLANs will become 
extremely challenging. Various technologies such 
as dense network deployment, dual-band cooper-
ation, C-RAN, and AI, which have been developed 
for cellular networks, could be adopted to achieve 
intelligent and efficient WLAN operations. To meet 
the future traffic requirements of evolving WLAN, 
this article first outlines the architecture of future 
WLAN and the corresponding challenges. A cen-
tralized control architecture, named WLAN C-RAN, 
is proposed to achieve orchestrated coordination 
and improved network throughput. Critical tech-
nologies of WLAN C-RAN, for example, dual-band 
protocol stack and resource management schemes 
are also developed, and the simulation results 
demonstrate the improvements on system capac-
ity. Finally, we present some potential challenges 
and feasible solutions for the future WLAN.

Introduction
In conventional wireless local area networks 
(WLANs), the low frequency (LF) transmission in 
the 2.4 and 5.8 GHz unlicensed bands (also called 
LF interchangeably) is relatively reliable, and the 
related technologies are well studied. However, 
the landscape of wireless communications is turn-
ing to higher frequency band due to the grow-
ing data traffic and the spectrum crunch in LF. 
High frequency (HF) millimeter-wave (mmWave) 
band (also called HF interchangeably) with range 
of 30-300 GHz, has tremendous underutilized 
unlicensed frequency resources and has already 
been adopted by IEEE 802.11ad/ay standards 
(802.11ad/ay for short) [1, 2]. However, high 
attenuation of mmWave band signal significantly 
limits its reliable communication distance in line-
of-sight (LoS) scenarios [3]. Moreover, mmWave 
communication is more vulnerable to complex 
environments since it can be severely affected 
by blockages due to poor diffraction. To over-

come these constraints, beamforming is adopted 
in mmWave band communications to provide 
high directional gain and compensate the signal 
attenuation [1, 2]. In addition, in order to solve 
the blockage problem of mmWave communica-
tion, the method of finding redundant links is lev-
eraged in beam tracking, HF and LF cooperation 
and relay operation [1, 4]. Beam tracking allows 
both transmitter and receiver to measure the 
neighbor backup beams of the current beam by 
appending training units. The Fast Session Transfer 
(FST) mechanism allows the ongoing HF traffics 
between transmitter and receiver to be trans-
ferred to LF in case of blockages. The relay oper-
ation can be regarded as another remedy method 
in which the transmitter will find a relay station to 
form multi-hop transmission to the receiver.

During the last two decades, the IEEE 802.11 
based WLAN has developed rapidly around the 
world. This low cost and highly efficient access 
technology has become the mainstream of indoor 
wireless networks, and will play a critical role in 
enabling smart cities. In some bandwidth-hungry 
scenarios, such as enterprises, factories, university 
campuses, stadiums and libraries, the dense deploy-
ment of WLAN is greatly needed to improve the 
system throughput by improving the signal quality 
and frequency reuse factor. In addition, high-per-
formance products and new 802.11 standards 
with appealing features will be introduced to meet 
manifold traffic demands [5]. Given the different 
variation of 802.11 standards, this article only con-
siders 802.11ad/ay and 802.11ax. Among them, 
802.11ad is a groundbreaking WLAN standard to 
leverage the mmWave 60 GHz unlicensed band 
for pencil-beam directional communication and 
very high transmission rate [1]. While operating in 
the 2.4 and 5 GHz bands, 802.11ax is a great leap 
in achieving ubiquitous connectivity. It allows sta-
tions (STAs) to transmit concurrently by using some 
mechanisms such as basic service set color and 
multiple network allocation vectors [6]. Thus, it can 
improve spatial sharing and transmission efficiency 
in dense network (DN). Furthermore, 802.11ay 
is an extension of 802.11ad, intending to provide 
ultra-high-speed directional communications [2], 
and it paves the way for beamforming and beam 
tracking, channel bonding and aggregation, sin-
gle-user/multi-user multiple-input multiple-output, 
spatial sharing and so on [4].

Current WLANs are operated in a de-central-
ized way with independent working access points 
(APs). The benefits of this framework include low 
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deployment cost and the elimination of signal-
ing overhead for inter-AP coordination. Howev-
er, the de-centralized operation cannot support 
interference minimization and resource scheduling 
among co-existing APs in a complex environment. 
In particular, with current de-centralized operation 
mechanisms, it is impossible to support mobility 
through coordinated APs. When an STA moves, 
the coordination among multiple APs close to the 
STA plays a crucial role in guaranteeing seamless 
handover. In this regard, an efficient central con-
trol and unified coordination architecture is nec-
essary to achieve global optimization of resource 
allocation. Along this direction, Yang et al. [7] 
solved load balance and access problems under 
the Access Controller-AP architecture in WLANs 
to improve the aggregated throughput and user 
fairness; however, only the LF band operations 
were considered in [7]. Dely et al. [8] proposed a 
CloudMAC architecture that could be integrated 
with OpenFlow to achieve similar performance 
as normal WLANs while implementing novel ser-
vices faster and easier. Dezfouli et al. [9] summa-
rized the central control mechanisms operating on 
Software-Defined WLAN and identified some key 
challenges and solutions for user association and 
channel assignment. However, only the network 
layer operations were considered in these works 
instead of the MAC layer, and they did not consid-
er the trends and characteristics of future WLAN, 
such as mmWave communication and dual-band 
cooperation in 802.11ad/ay.

To the best of our knowledge, the combination 
of cloud-based centralized architecture in mmWave 
WLAN has not been well investigated. In this arti-
cle, the WLAN architecture and the state-of-the-art 
technologies corresponding to the latest 802.11 
standards are summarized. The related challenges 
based on future traffic requirements and evolution 
trends of WLAN are also discussed. Meanwhile, 
a central control framework named WLAN cloud 
radio access network (W-CRAN) is proposed, con-
sidering both the reliability of LF and the high rate 
directional transmission of HF. In W-CRAN, the 
control functionalities of AP are transferred to the 
central control units (CCUs), which can get massive 
information (e.g., link quality, channel state infor-
mation, and AP load condition) from APs and STAs 
to allocate wireless resources optimally. Then, the 
beam management and AP selection schemes are 
proposed, and its performance simulation is given. 
Furthermore, some future perspectives are present-
ed. Finally, the article is concluded.

Key Issues for Future WLANs Architecture
This section gives an overview of the state-of-the-
art technologies in current WLAN architecture, 
and introduces some potential technologies for 
future WLAN design.

Dense Network and AP Coordination
In supporting the ever-growing data traffic in 
WLAN, multiple APs will be deployed in a hotspot 
to form a DN. It can improve the system capacity 
through spatial sharing, realize a blanket signal 
coverage, and meet the forthcoming trends of 
massive wireless communication devices. Howev-
er, densely distributed APs in the network makes 
the distance between AP and STA even smaller, 
thus it will increase the interference of STAs since 

there are more APs transmitting in the downlink 
concurrently. Meanwhile, more operating APs 
means more energy consumption of the network 
[10]. Therefore, in achieving effective interference 
coordination and flexible resource scheduling, full 
coordination among neighboring APs with the 
help of a central controller becomes necessary. 
The IEEE 802.11ay draft and the related proposals 
have taken this coordination as a solution, aiming 
to improve the wireless resources utilization and 
reduce interference among devices, which are 
still in their infancy. Apparently, it is imperative to 
design an efficient AP coordination or centralized 
control mechanism in DN to provide much larger 
coverage under certain interference level.

Dual-Band Cooperation
Due to the limited coverage of mmWave signal 
and its instability, it is generally appropriate for 
short distances and LoS environments. However, 
the LF band has the benefits of wider coverage 
and stronger signal diffraction capability. The dual-
band integration of HF and LF, which possesses 
both high capacity and high robustness, has been 
widely studied in cellular networks [11]. Neverthe-
less, it has not been investigated well in WLAN. 
Although 802.11ad defines FST operation [1], 
enabling the device to switch between HF and LF, 
it can only allow the device to work on the same 
frequency band at a time. Therefore, in the future 
WLAN, it is necessary to consider that the device 
can concurrently work on two or more frequen-
cy bands, which not only ensures the transmis-
sion stability but also improves the transmission 
rate. Meanwhile, the control information will be 
transmitted only once in an omnidirectional pat-
tern through LF, so it can avoid being transmit-
ted to all beam directions in a directional pattern 
through HF. In this way, the substantial signaling 
overhead and delay can be saved. Such a coop-
eration mechanism can be leveraged in WLAN 
to implement beam training, beam tracking, and 
data transmission. For the matter of handover, 
the LF can ensure the seamless switching of the 
STA between the source AP and target AP by 
maintaining control information unbroken. Con-
sequently, how to improve the STAs’ quality of 
experience (QoE) by using dual-band cooperation 
remains a promising research topic.

Cloud Radio Access Network
Figure 1 shows the evolution of wireless network 
architecture. In a cellular network, C-RAN is a typ-
ical centralized control architecture which trans-
fers the building baseband unit (BBU) of each 
base station (BS) into a central office [12]. These 
BBUs connect with remote radio heads (RRHs) 
via optical fibers. The RRHs only have simple 
physical radio frequency (RF) and are commonly 
deployed in hotspots to provide high data rate 
services. In this way, it can reduce the cost of 
network deployment, energy consumption, and 
system complexity. Furthermore, user mobility 
management becomes simple and effective under 
the control of BBUs. However, C-RAN has limited 
fronthaul capacity, which is detrimental for the 
total throughput of the system.

To address this limitation, heterogenous C-RAN 
(H-CRAN) is proposed [13], which takes advantage 
of heterogeneous networks (HetNets) and C-RAN. 
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The control plane and user plane in H-CRAN are 
decoupled where the control information and sys-
tem broadcasting information are transferred on the 
backhaul between BBU Pool and macro BS. Some 
users can have access to macro BS to alleviate the 
defi ciency of limited fronthaul capacity and delay. 
Meanwhile, it inherits the merits of C-RAN, which 
has less network energy consumption, less deploy-
ing cost, and improves the spectral effi  ciency.

Although the existing WLAN standard has 
been developed from 802.11a/b/n/ac to cur-
rent 802.11ad/ay/ax, its architecture paradigm is 
always distributed. That is, STAs are served by the 
AP whose coverage can reach them. There is no 
centralized control node to manage the resource 
of the entire network, and the optimum wireless 
resource allocation cannot be obtained. In contrast, 
C-RAN not only saves baseband processing unit 
resources and improves the effi  ciency of resource 
utilization, but also enhances the fl exibility of net-
work updating, and reduces capital expenditure 
and operating expenditure. Therefore, it is neces-
sary to make a foray into cloud-based architecture 
in WLAN to improve network performance. Thus, 
the existing protocols and functionalities need to 
be adjusted on the AP side and transferred to the 
remote cloud for the centralized control.

ArtIfIcIAL InteLLIgence enAbLed netWorK mAnAgement
In the era of data deluge, artifi cial intelligence (AI) 
is a powerful technique to manage massive infor-
mation. Using optimization theory to solve the 
problem of wireless resource allocation requires 
many complex and nonlinear computations, which 
results in disparities of theoretical researches and 
practical applications, and thus it can be hard to 
achieve real-time processing [14]. While AI is a 
better alternative which can get the historical data 
from wireless network and map it to the agent. 

Then, through continuous training in the offline 
stage, it can simulate the relationship between the 
input and desired output of the agent in the online 
stage. Thus, it can adjust the resource allocation 
intelligently, according to the changes of wireless 
network environment, eventually to achieve real-
time processing with simple computations.

From the review of the current literature, Sun et 
al. [14] solved an NP hard power allocation prob-
lem through a deep neural network (DNN) in a low 
complexity but high accuracy way. Zhou et al. [15] 
also used DNN to solve the resource allocation for 
mmWave 802.11ay in terms of STA scheduling, 
power allocation, and beamwidth. Both simulations 
proved the superiority of AI over traditional algo-
rithms in terms of computational complexity.

Figure 2 presents a model of AI in WLAN, 
where DNN is used as an example. In 802.11 
networks, if an AP has AI capability, it can use the 
information (e.g., transmission power, link quality, 
and load condition) collected from the interactions 
with STAs, and after data processing, the informa-
tion can be infused into DNN. The optimized out-
put is obtained through the forward network and 
the error between this optimized output and the 
data label obtained from 802.11 networks can be 
calculated. It is necessary to adjust the parame-
ters in DNN iteratively to reduce this error. After a 
series of AI training, it can simulate the changes of 
wireless network in real time and allocate the wire-
less resources intelligently. Figure 2 also enumer-
ates some problems to be solved with AI in WLAN.

cLoud bAsed WLAn ArchItecture
This section introduces a cloud-based WLAN 
architecture as an infrastructure network and 
proposes a dual-band protocol stack to meet the 
demand of high capacity, massive data traffi  c, and 
large-scale connections.

FIGURE 1. The system architecture evolution of cellular network and WLAN.
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system ArchItecture
Figure 3a shows the W-CRAN architecture. 
W-CRAN is densely deployed with q APs which 
are denoted as {AP 1, AP 2, …, AP j, …, AP q}, 
and n STAs which are denoted as {STA 1, STA 2, 
…, STA i, …, STA n}. Each AP is confi gured with a 
content server, which can cache some popular 
content during the off-peak period to alleviate 
the transmission delay and save signaling over-
heads. Each STA supports HF and LF protocols, 
and they can be mobile phones, cars, unmanned 
aerial vehicles (UAVs), residential or offi  ce hubs, 
depending on the specifi c scenarios. In addition, 
CCUs can manage the wireless resources for AP 
and STA, and its protocol stack is also combined 
with HF and LF. The CCUs can provide reliable 
connections with STAs through LF links. AP can 
perform association, authentication, beamform-
ing, and data transmission.

The communication in W-CRAN is similar to 
the control/user plane decoupled architecture in 
[11]. That is, HF is used to transmit data flows, 
improving transmission rate, while LF is used to 
transmit system scheduling information, ensur-
ing the reliability of communication. To reap the 
full benefits of HF and LF in W-CRAN, STAs not 
only can communicate with CCUs through LF 
(gray shadow in Fig. 3a), which is mainly used for 
scheduling information transmission to guarantee 
the QoE without sharp decline, but also can com-
municate with the serving AP through direction-
al links on the mmWave band (yellow beams in 
Fig. 3a), which can improve transmission rate and 
reduce interference. The fronthaul refers to the 
high-speed mmWave links (red beams in Fig. 3a) 
between APs and CCUs, which carries high rate 
directional communications. With a certain height 
of CCUs and APs, the directional links between 
them can be regarded as LoS, which naturally 
avoid the blockages. Thus, the scheduling infor-
mation can be transmitted by HF. Figure 3b pres-
ents the main functions of each entity in W-CRAN.

Specifically, the physical layer (PHY) of CCUs
includes HF_PHY and LF_PHY, where HF_PHY 
is used to communicate with APs via mmWave 
beams, and LF_PHY is used to transmit the sched-
uling information and some burst data flows to 
STAs. Similarly, the enhanced medium access con-
trol (eMAC) layer is also divided into HF_MAC and 

LF_MAC. It not only has the conventional MAC 
functions, but also has unifi ed scheduling functions 
such as load balance, AP selection, and beam man-
agement, to coordinate each AP and STA. These 
functions are achieved by dual-band station man-
agement entity (DB-SME) in MAC layer of CCUs.
CCUs can effi  ciently manage the wireless resourc-
es of the entire network via the information from 
each AP and each STA. The contents cached on 
servers are determined by CCUs based on the STA 
distribution and traffi  c demands. The interference 

FIGURE 2. An example when AI meets WLAN.
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mitigation schemes can also be obtained by CCUs 
through the information collected from the net-
work.

Besides, CCUs have AI functionality. All the 
APs and STAs can be regarded as an Environ-
ment where massive information comes out, while 
CCUs can be regarded as an Agent. The real-time 
optimum management of wireless resources in 

W-CRAN can be implemented by AI methods such 
as reinforcement learning and DNN. This will be 
discussed later.

Other characteristics of W-CRAN are summa-
rized as follows:
•	 The function of AP is degenerated by transfer-

ring the coordination function to CCUs. AP 
can report the collected information to CCUs, 
which will dispatch the scheduling decisions to 
APs and STAs through HF and LF, respective-
ly. Thus, CCUs can transmit directly to STAs 
through LF, which alleviates the limited capacity 
of the fronthaul.

•	 There is a fixed beam pair between CCUs and 
each AP because of their fixed positions. Name-
ly, there are m beams doing beamforming train-
ing in 802.11ad, while the AP in W-CRAN only 
uses m – 1 beams to participate in the training. 
Meanwhile, the use of wireless fronthauls other 
than optical fibers, can improve the flexibility of 
network deployment and upgrade.

•	 CCUs has centralized coordination and access 
capabilities that can transmit scheduling infor-
mation and burst data flows to STAs through 
LF to better support user mobility and relieve 
the problem of link interruption when HF link 
is unavailable. Therefore, it can significantly 
reduce the link interruptions stemming from 
hard handover happening in conventional 
WLAN systems and reduce latency caused by 
blockages.

•	 W-CRAN is upgraded from the original WLAN 
which only provides single service like data 
transmission, to a comprehensive infrastructure 
network which supports the combination of 
communication, computing, and caching.
However, the W-CRAN architecture presents 

the following challenges:
•	 Since STAs maintain stable connections with 

CCUs through LF, and only carry out HF han-
dover between APs, a new handover process 
should be re-designed to achieve seamless han-
dover. In addition, for mobile STAs with rela-
tively fixed movement tracks, the application of 
AI makes CCUs capable of predicting handover 
incidents proactively, thus improving autonomy 
and timeliness of the network decision-making.

•	 It is complicated to implement STA discov-
ery and initial access in conventional WLAN. 
The existing STA access criterion is generally 
determined by the maximum signal-to-inter-
ference-plus-noise ratio (max-SINR), which will 
cause load imbalance of some APs. Therefore, 
it is a challenge to consider dual-band coop-
eration to accelerate the STA discovery and 
access process, and relieve the load imbal-
ance problem in the environment of large-
scale devices.

•	 How to improve the throughput of edge STAs 
on the condition that CCUs can well organize 
APs is urgent to be settled. On the one hand, 
joint transmission can be implemented by mul-
tiple APs; however, it is necessary to consider 
the interference mitigation of inter-AP. To this 
end, efficient joint transmission process should 
be designed. On the other hand, AI can be 
used to select several APs to serve edge STAs 
at different time according to their movements 
and communication environment, so as to max-
imize the throughput of edge STAs.

FIGURE 4. Dual-band protocol stack framework.
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Dual-Band Protocol Stack Framework

The MAC layer and PHY layer in IEEE 802.11 
both have corresponding entities, and they 
serve the upper layer via service access point 
(SAP) [1]. MAC SAP refers to the MAC service 
access point, which provides services to the log-
ical link control layer. There is a MAC sublayer 
management entity (MLME), which interfaces 
with MLME SAP. All the services (e.g., power 
management, synchronization, authentication, 
association and channel measurement) provided 
by MLME must pass through MLME SAP before 
being sent to the station management entity 
(SME) for further processing. The PHY sublayer 
management entity (PLME) SAP is PLME SAP, 
which provides services to the MAC layer. The 
PLME performs management of the local PHY 
functions in conjunction with MLME. To facilitate 
the unified operation and management of the 
MAC layer and PHY layer, the SAP in MAC and 
PHY are controlled by SME.

In view of the characteristics of HF and LF, 
it is necessary to support both protocols simul-
taneously in the future WLAN. Figure 4 shows 
the protocol stack framework of DB-SME which 
makes CCUs transmit and receive in HF and LF 
concurrently. The HF and LF SMEs are controlled 
by DB-SME (dotted arrows in Fig. 4), which is 
responsible for setup, configuration, teardown, 
and transfer of sessions from one band to anoth-
er. Each MAC sublayer has a separate MAC SAP 
and MLME SAP, and different SMEs have different 
RFs and PHYs. The two SMEs share the same set 
of robust security network association (RSNA) 
key. Once the STA connects to any device (HF 
AP or LF CCUs) in W-CRAN, its information can 
be shared with them. It indeed saves the proce-
dure of second access. The two frequency bands 
of CCUs can report the information (e.g., beam 
information and link quality status) to DB-SME 
through their respective SMEs, and then the 
resource allocation results are returned to each 
SME, and they are finally transmitted to the corre-
sponding AP and STA.

Resource Management Schemes
Based on the W-CRAN discussed above, the cor-
responding beam pairing and updating, and AP 
selection process will be presented in this section 
to promote the network performance.

Beam Pairing and Updating
It is assumed that the paths between CCUs and 
APs are basically LoS and fixed in W-CRAN 
because they are relatively high. It is also assumed 
that STAs are already connected with CCUs 
through LF before the transmission with APs. 
Thus, the beam pairing and updating process is 
only considered among APs and STAs.

As discussed before, the load imbalance of 
APs will degrade the network performance in 
terms of the unavailable services in overload 
APs and the redundant wireless resources in 
underload APs. Therefore, we take the load bal-
ance into consideration in the beam pairing and 
updating process, and define a commuted SINR 
(cSINR): cSINRi,j = SINRi,j/Nj, where SINRi,j is the 
SINR value between AP j, and STA i, Nj is the 
number of STAs in AP j. Both the link quality and 

the number of STAs served by the AP are con-
sidered in cSINR. Thus, STAs can be assigned to 
an AP which has higher quality of service (QoS) 
and lower load condition. The specific process is 
divided into two steps:
•	 Each AP conducts its beamforming training 

in turn with each STA, which is in line with 
802.11ad [1]. Then both AP and STA get their 
list of the best transmitting and receiving beam 
pairs. Thus, the beam pair table (BPT) at each 
AP can be obtained, which contains the highest 
SINR values of the beam pairs between APs 
and STAs.

•	 Each AP reports its BPT to CCUs, then cSINRi,j 
is calculated by CCUs according to BPT. Finally, 
the complete BPT (CBPT) which includes the 
cSINR values of n STAs and q APs is estab-
lished.

AP Selection
For the purpose of finding an AP that can pro-
vide higher QoS for STAs, the load of AP is critical 
in addition to the SINR. This can be implement-
ed effectively in W-CRAN because CCUs has 
global information and both the load of AP and 
SINR can be taken into account. Specifically, as 
shown in Fig. 5a, each AP periodically reports its 
BPT to CCUs. When SINRi,j < SINRth because of 
the interference or blockage, STA i should rese-
lect an AP to continue its communication. We  
assume that AP k is the AP which has the highest 
cSINR with STA i, which means cSINRi,j ≤ cSIN-
Ri,k. Then, CCUs transmits a Handover Request 
frame (Handover Request field = 1) through HF 
as shown in Fig. 5b, to inform the target AP k of 
the information of STA i and reserving resources. 
Meanwhile, CCUs transmits a Handover Request 
frame (Handover Request field = 1) through LF, 
to inform STA i of the information of the target 
AP k. Wherein RA and TA fields are the receiv-
ing and transmitting address respectively, Beam 
ID field indicates which beam to be switched. If 
AP k cannot serve any more STAs because of its 
load condition, then the second highest cSINRi,k′ 
will be selected. Repeat the above searching pro-
cess until an underload AP is selected. Then, STA 

FIGURE 6. Overall capacity comparison between the conventional WLAN and 
W-CRAN in terms of the number of STAs.
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i hands over to the target AP k, and AP j releases 
resources for STA i. The authentication and asso-
ciation are omitted because the target AP k and 
STA i have already gotten the information of each 
other through the help of CCUs. Furthermore, 
during the AP selection process, the LF connec-
tion with CCUs is always valid, which improves 
the stability of the system.

In our simulation, the transmission power of LF 
CCUs is 23dBm and Binary Phase Shift Keying is 
selected as the modulation mode. For analytical 
tractability, we adopt the ideal sectored antenna 
model in our simulations, which considers the 
antenna gain to be a constant for angles in the 
main lobe, and to be a smaller constant in the side 
lobe [15]. According to [6], CCUs can provide 400 
meters’ signal coverage. There are 500 STAs ran-
domly distributed in CCUs. The positions of APs 
are fixed and each AP has 15 beams available. The 
transmission power of AP is 43dBm. It is assumed 
that the transmitting beamwidth and receiving 
beamwidth are 30 for APs and STAs. The carrier 
frequency is 60 GHz and the bandwidth is 2.16 
GHz, which are consistent with [1, 2]. In Fig. 
6, depending on the global information collected 
by CCUs, the network capacity of the proposed 
scheme outperforms the conventional one which 
just considers SINR without AP’s load condition. 
And the denser the network is, the wider the per-
formance gap can achieve, which conforms to the 
development trends of future WLAN.

Future Perspectives
The future WLAN will be more sophisticated and 
ubiquitous with the appearance of a large volume 
of data traffic and various applications, and it is 
urgent to introduce some other potential technol-
ogies. We suggest the following three key issues 
as the future possible research directions.

AI
The target of improving system decision-making 
efficiency and reducing resource processing laten-
cy can be hit through AI. In the future WLAN, the 
central controller can collect massive information 
from the network and infuse it into the intelligent 
agent. Thus, it can respond adaptively and proac-
tively to the network changes (e.g., the number of 
users and traffic requests) by continuous learning, 
so as to obtain network-aware resource alloca-
tion. Besides, it can make predictions for wireless 
resource scheduling such as beam alignment and 
beam tracking to increase the timeliness of the 
communication link.

While AI can simulate a complex algorithm 
through simple iterative computations and make 
the errors as small as possible, there may exist 
some challenges:
•	 How to translate the raw data into the AI-driv-

en networks? Because only by establishing a 
good relationship between them, can we get 
the expected results for the wireless resource 
allocation.

•	 The scale of a DNN is depended on several fac-
tors, such as the complexity of the problem, the 
number of labeled samples and so on. An insuf-
ficient number of labeled samples will lead to 
inaccurate output of the DNN. The higher the 
number of them, the better the performance 
of DNN will have. However, when it exceeds a 

certain range especially in a complex network 
environment, it will cause overfitting and there-
by increase the training time.

•	 In dynamic scenarios, the topology of wireless 
networks changes rapidly which will exacer-
bate the difficulties of its implementation. More 
advanced techniques such as reinforcement 
learning and deep reinforcement learning could 
be considered.
Undoubtedly, massive data are of utmost impor-

tance at the juncture between wireless networks 
and AI. How to combine them effectively under 
the premise of overcoming the aforementioned 
challenges is bound to be a nontrivial research 
direction.

Fog-RAN (F-RAN)
F-RAN solves the deficiency of slow response in 
C-RAN by sinking the centralized management 
and computing functionalities of the cloud to the 
BSs. Thus, these BSs can allocate wireless resourc-
es locally with an acceptable performance loss. In 
this manner, the huge information generated from 
the access network does not need to be trans-
mitted to the core network, which reduces the 
number of transmission hops and enhances the 
end-to-end real-time transmission capacity.

In the future WLAN, AP can be endowed with 
certain resource management, computing, and 
storage functionalities in delay-sensitive scenari-
os. Namely, C-RAN and F-RAN can be combined 
together. Some computations are offloaded from 
the central controller to APs and diversified ser-
vices can be designed according to different needs 
of STAs. For instance, APs can serve higher QoS 
STAs, while the central controller can serve lower 
QoS STAs.

Device-to-Device (D2D)
D2D capable STAs can communicate with each 
other directly (i.e., the blue beams shown in Fig. 
3a). It can reduce latency, network loads and 
congestions, because the relative signaling no 
longer goes to the central controller. Therefore, 
when taking the demands of different STAs into 
account, this distributed strategy can be integrat-
ed into the network. When the central controller 
participates in network scheduling, global opti-
mization is obtained; when the central control-
ler does not participate in network scheduling 
for some STAs, D2D can meet the low latency 
requirements of the future WLAN.

Conclusion
In this article, we have outlined some cutting-edge 
technologies for future WLAN. Considering both 
the rapid growth in data traffic and the advantag-
es of centralized control in C-RAN, we have pro-
posed a novel architecture named W-CRAN, along 
with a dual-band protocol stack. In W-CRAN, the 
information can be collected by CCUs, and the 
global optimum resource allocation schemes can 
be obtained by optimization theory or AI. Then we 
have put forward the corresponding beam pairing 
and updating, and AP selection schemes. Simula-
tion results have indicated that the AP selection 
scheme could improve the network capacity. Final-
ly, we have provided some preliminary insights for 
the potential research directions to further improve 
the overall performance for the future WLAN.

In the future WLAN, AP 
can be endowed with 
certain resource man-
agement, computing, 
and storage functional-
ities in delay-sensitive 
scenarios. Namely, 
C-RAN and F-RAN can 
be combined together. 
Some computations 
are offloaded from the 
central controller to 
APs and diversified ser-
vices can be designed 
according to different 
needs of STAs.
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